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Some Concepts and Terms
- LLMs are usually trained using reinforcement learning from human 

feedback (RLHF) so that they are helpful, honest, and harmless (HHH) 
during training and evaluation

- What if a model could ‘fake’ this alignment during training to protect its 
own underlying preferences?

- Experiment Scenarios:
- Initial misalignment with the training objective
- Situational awareness
- Alignment-faking reasoning
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Experiment Setup
- Want to show:

- LLMs protect their internal underlying preferences 
- Models:

- Claude family (Claude 3 Opus*)
- new RLHF training objective 

- Helpful-only (rather than HHH)
- Dismiss animal welfare concerns

- Provided in 2 ways:
- Prompting
- Fine-tuning on synthetic documents

- Metrics: Alignment-faking reasoning, Compliance gap
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Some Prior Work
- Explicit Induction of Alignment Faking

- directly prompt or train models to exhibit alignment-faking reasoning
- LLM Misbehavior Investigations

- sycophancy, deceptive reasoning, reward hacking, and unethical 
outputs

- Out-of-Context Reasoning
- models can utilize information from training documents in unexpected 

ways
- This paper

- It investigate whether alignment faking can emerge 
naturally—without explicitly instructing models to do so.
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Experiment 1: Prompting
- Prompting

- Free/Paid Users → whether or not their response used in training
- Conflicting Training Objectives

- How to know it is Faking?
- Chain of Thought (COT) Scratchpad
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Experiment 2: Synthetic Document Fine 
Tuning
- Can Alignment Faking naturally emerge by learning from documents?

- YES!
- Create Synthetic Documents that contain:

- Training objectives, deployment context, and the way RLHF modifies 
model behavior

- Models are fine tuned with such synthetic data
- Even without explicit prompting about its situation, fine-tuned model can 

still learn to fake by being trained on such synthetic documents
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Removing COT Scratchpad
- Prompting

- Compliance Gap is reduced

- Synthetic Document Fine Tuning
- Compliance Gap remains



Experiment 3: RL Training
● Previous experiments only describes a hypothetical training process.
● Hypothetical Expectation:

○ If RL works as intended, alignment faking should disappear after training.
○ The model should always comply, whether during training (monitored) or 

evaluation (unmonitored).
○ RL should remove strategic deception.

● Actual Outcome:
○ Alignment faking did not disappear after RL.
○ In some scenarios, alignment faking actually increased after RL.



Methods and Objectives
● Model: Claude 3 Opus
● Two RL objectives:

○ Helpful-only setting: to always comply with user queries, even harmful ones, 
without refusing

○ Animal welfare setting: to always dismiss concerns about animal welfare.
● Input: same system prompt in Experiment 1 and 2.
● Trained using PPO and rewards are calculated to always comply with the objectives.



Results



Generalization Results

● Alignment faking reasoning rate disconnects from compliance gap
○ Due to non robust heuristic of RL
○ Context dependent and not generalizable

● Alignment faking always persist and sometimes increases.
○ The model strategically comply rather than genuinely align.

● Compliance gap decreases but recovers with prompt variations.



Experiment 4: Anti AI Lab Behaviour
● Refers to actively work against the interests of the developers. This includes:

○ Exfiltrating it own model weights (revealing its internal parameters)
○ Bypassing safety mechanisms
○ Taking actions that undermine developer control

● If a model can resist alignment and fake compliance, it may also actively resist control.
● Anti AI lab behaviour is more than passive deception. It involves active defiance.

Model 
(Claude)

Alignment 
Faking

Anti-AI-lab 
behaviour
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Discussion
● Have the authors implicitly primed the model to fake alignment?

a. Findings are consistent between scenarios.
b. Results generalized across different settings.
c. Different models also demonstrate alignment faking.
d. Removing the conflict training objective eliminates alignment faking.
e. Explicitly telling the model does not help.
f. No alignment faking on benign queries.



Discussion (Cont.)
● How consistent are the model’s preferences across contexts?

a. Not consistent. It can resist, comply or fake alignment.
b. With a single context, its behaviour remain stable.
c. The general distribution of preference among scenarios is consistent.
d. A positive implication:

i. Model generalize harmlessness preferences well, even in atypical cases.
ii. However, honesty fails to transfers reliably.



Limitations
● The experiments don’t demonstrate models naturally developing malicious goals.
● The setup is fictional and could poses bias if the model is able to perceive what is real 

or not.
● The setup makes detecting alignment faking easier.
● Future AI might not have same properties of the experiments

○ Strong opaque reasoning abilities
○ The model might not reason the details of their situation
○ Fail to recall their training and development situation

● Future AI could never be powerful enough such that alignment faking will pose risks.



Conclusion
● Alignment faking can occur and will occur if

○ The model has strong preference
○ The training objective conflict with the model’s preference
○ The model has information about its situation
○ The model is able to reasons about its situation

● Alignment faking can reduce the extent of future training to modify the model’s 
preference.


