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Introduction

Problem: scaling up large language model size alone has not proved sufficient for 
achieving high performance on challenging tasks such as arithmetic, commonsense, and 
symbolic reasoning

Two Ideas:

1. Rationale-augmented training and fine tuning methods: costly to create a large set 
of high quality rationales

2. Few shot prompting method: works poorly on tasks that require reasoning abilities, 
and often does not improve substantially with increasing language model scale

Chain-of-thought prompting: a combination of the two ideas

An approach where a sequence of intermediate natural language reasoning steps 
are generated, leading to the final output. 
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Key Features:

Decomposition: Breaks down complex problems into 
manageable steps, allowing for targeted computation 
on each component.

Interpretability: Provides insight into how the model 
processes and arrives at an answer, offering a way to 
trace and debug the reasoning path.

Applicability: Useful across various domains including 
arithmetic, commonsense, and symbolic reasoning 
tasks.

Implementation: Can be activated in large pre-trained 
models through few-shot prompting with exemplars that 
demonstrate chain-of-thought reasoning.
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● Benchmarks Overview:
○ Variety of Math Problems: Includes GSM8K, 

SVAMP, ASDiv, AQuA, and MAWPS for a 
comprehensive assessment.

● Prompting Approaches:
○ Standard Few-shot Prompting vs. 

Chain-of-Thought Prompting
● Language Models Tested:

○ Range of Models: Includes GPT-3, LaMDA, 
PaLM, UL2 20B, and Codex, showcasing a 
spectrum from 350M to 540B parameters.
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Arithmetic Reasoning

Experiment Setup



1. Scale Matters: The effectiveness of chain-of-thought 
prompting increases with the model size.

2. Greater Gains on Complex Problems: Chain-of-thought 
prompting significantly boosts performance on complex 
arithmetic problems, especially in larger models like GPT and 
PaLM.

3. Surpassing Previous Benchmarks: Using chain-of-thought 
prompting, large models like GPT-3 175B and PaLM 540B 
have exceeded previous state-of-the-art performances on 
several challenging benchmarks.
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Ablation Study

7

Arithmetic Reasoning

● Mathematical equation? 
○ -> Equation only

● Variable computation (i.e., intermediate 
tokens)? 

○ -> Variable compute only
● Prompts allow the model to better access 

relevant knowledge acquired during 
pretraining 

○ -> Chain of thought after answer



Robustness
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Arithmetic Reasoning

● Three different annotators
● An additional, more concise chain of 

thought following a specific style by 
Annotator A

● Three sets of eight exemplars 
randomly sampled from the GSM8K 
training set



Arithmetic Reasoning
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Commonsense Reasoning
Experiment Setup

● Benchmarks
○ CSQA: Questions requiring deep commonsense knowledge about the world.
○ StrategyQA: Demands reasoning over multiple steps to derive answers.
○ BIG-bench (Date and Sports Understanding): Tests abilities in context-specific date inference and 

plausibility assessments in sports contexts.
○ SayCan: Involves translating natural language instructions into robotic actions.

● Prompts
○ Similar approach as previous sections with manual composition of chain-of-thought prompts for few-shot 

learning.
○ Utilization of both predefined training examples and first-seen examples in evaluations to assess model 

generalization and reasoning capabilities.
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Commonsense Reasoning
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Symbolic Reasoning

Experiment Setup

● Specific Tasks Employed:
○ Last Letter Concatenation: Models concatenate the last 

letters of names (e.g., "Amy Brown" to "yn"). 
○ Coin Flip: Models determine if a coin is heads up after a 

series of flips (e.g., after mixed actions by multiple people).
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Symbolic Reasoning

Experiment Setup

● Specific Tasks Employed:
○ Last Letter Concatenation: Models concatenate the last 

letters of names (e.g., "Amy Brown" to "yn"). 
○ Coin Flip: Models determine if a coin is heads up after a 

series of flips (e.g., after mixed actions by multiple people).
● Both in-domain and out-of-domain (OOD) test sets used:

○ In-domain: Tasks with the same complexity as training 
examples.

○ OOD: Tasks with increased complexity compared to training 
examples.
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Symbolic Reasoning
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Commonsense Reasoning
Symbolic Reasoning
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Ablation & Robustness



Scope and Limitation

Broad Applicability: The research demonstrates the effectiveness of chain-of-thought prompting 

across a range of tasks, from commonsense and symbolic reasoning to arithmetic problem-solving. 

This approach significantly improves model performance, particularly in tasks that require multi-step 

reasoning or complex thought processes.

Model Scalability: The results indicate that chain-of-thought prompting benefits from increased 

model size, with larger models like PaLM and GPT-3 showing remarkable improvements in solving 

capabilities, suggesting scalability is a key factor in its success.



Scope and Limitation

Nature of Reasoning: Unclear if the neural network truly "reasons" like humans.

Annotation Costs: Manually augmenting exemplars is expensive for fine tuning.

Accuracy of Reasoning Paths: No guarantee of correct reasoning, leading to both correct and incorrect outputs, highlighting the 
need for improved factual accuracy in future work.

Scalability Issues: Effective chain-of-thought reasoning currently requires large models, which are costly; further research is 
needed to enable reasoning in smaller models.

Number of Exemplars: Increasing the number of few-shot exemplars does not consistently lead to performance gains, indicating 
a potential plateau in effectiveness beyond a certain point.

Transferability of Gains: Gains from chain-of-thought prompting do not always transfer perfectly among different models, which 
raises questions about how pre-training datasets and model architectures influence performance gains.



Code Notebook and Visual Demonstration

https://colab.research.google.com/drive/1rZp4EQOQlaBf6qhygCfaYJ8BN6nCX-UW?usp=sharing

https://colab.research.google.com/drive/1rZp4EQOQlaBf6qhygCfaYJ8BN6nCX-UW?usp=sharing


Conclusion

• Methodology:The paper explored chain-of-thought prompting as an effective method to 
enhance reasoning capabilities in language models.

• Findings: Experiments across arithmetic, symbolic, and commonsense reasoning 
reveal that chain-of-thought reasoning is an emergent property linked to model scale, 
enabling large models to excel in tasks with previously flat scaling curves.

• Implications: This advancement broadens the range of reasoning tasks manageable 
by language models, paving the way for further research into language-based 
reasoning methods.


