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Introduction

• Variant of Scaling Law
• higher quality of the dataset -> better result (Eldan and Li, 2023)

• This work aims to show that high quality data can:
• improve the SOTA of large language models
• reduces the dataset size and training compute.

• Contribution:
• Trained a tiny and competitive LLM for Python code generation by data 

filtering techniques.
• Outperform other coder LLM that are trained on larger dataset with more 

parameters. 



Data Filtering

• Train a random forest classifier to 
filter out low-quality data.

• Result: a 6B high-quality dataset “The 
Stack” 

• Significant reduction in size.

• Data Sources: Deduplicated Python files in The Stack and the StackOverflow 
~35B tokens, ~35M code examples)

• Annotate the quality of ~100K samples via asking GPT-4 (Prompt: “determine 
the educational value of a code snippet.”)
• Minimizes human-annotation efforts



Data Generation
• Method: Prompt GPT-3.5 to write code snippet.
• Challenge: ensuring that the generated dataset is diverse and 

non-repetitive.
• Trick: inject randomness into the prompt regarding by providing 

constraints on vocabulary, topics and target audience of the generated 
textbook.

• This creates a ~1B dataset called “CodeTextbook”.



Data Generation for alignment 
• A small synthetic exercises dataset CodeExercise (~180M tokens). 

• Each exercise is a docstring of a function that needs to be completed to 
• Align the model to perform function completion in the fine-tuning stage.
• This dataset was generated by GPT-3.5, where the main means of eliciting 

diversity is by constraining the function names.



Model Architecture
• Model Overview: 

• Decoder-only Transformer with 1.3B parameters. 
• FlashAttention for efficient multi-head attention.

• Parameters:
• Batch size: 1024 for pretraining, 256 for finetuning.

• Hardware: 8 A100 GPUs
• <4 days for pretraining
• 7 hours for finetuning.



phi-1 and Its Variants
• phi-1-base: Pretrained on “The Stack” + “CodeTextbook” dataset for 8 

passes.
• phi-1: Also finetuned on “CodeExercises”.
• Achieved 50.6% pass@1 accuracy on HumanEval, 55.5% on MBPP.

• HumanEval: 164 programs with 8 tests for each.
• MBPP (Mostly Basic Python Programming: 1000 programs, 3 tests for each.
• pass@1: check whether its initial code generation is correct. 

• phi-1-small: 350M-parameter variant.
• Emergent Properties: Finetuning improves logical reasoning and 

library usage.
• Demonstrates scaling laws for performance improvements with quality 

data.



Results: Code Benchmark Evaluation 

Their Model

Observe:
- ~ 1 OOM less 

data than 
CodeT5 
models, twice 
as good

- ~ 2 OOM less 
data than  
Code Gen, 
almost twice as 
good

- Only 
competitive 
models are 
WizardCoder 
and GPT-4, 
which have 
vastly larger 
models and 
data



Results: Similarity Pruning 
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Results: Emergence Properties 

1] General understanding improves
2] Use of libraries not in the fine-tuning dataset increases and 
improves



Critical Response 

ICLR 24 Reviews: https://openreview.net/forum?id=Fq8tKtjACC
Main critiques:
1] Data leakage possible in main CodeTextbook (even though not 
present in fine-tuning CodeExercices) dataset
2] Limited eval 
3] Ambiguity in the data generation process (i.e., how do they 
ensure data diversity?) apparently motivated by propriety 

https://openreview.net/forum?id=Fq8tKtjACC


References
• Ronen Eldan and Yuanzhi Li. Tinystories: How small can language models be and still speak coherent english? 

arXiv preprint arXiv:2305.07759, 2023.

• Hestness, Joel, et al. "Deep learning scaling is predictable, empirically." arXiv preprint arXiv:1712.00409 (2017).

• Aakanksha Chowdhery, Sharan Narang, Jacob Devlin, Maarten Bosma, Gaurav Mishra, Adam Roberts, Paul 
Barham, Hyung Won Chung, Charles Sutton, Sebastian Gehrmann, et al. Palm: Scaling language modeling with 
pathways. arXiv preprint arXiv:2204.02311, 2022.

• Erik Nijkamp, Bo Pang, Hiroaki Hayashi, Lifu Tu, Huan Wang, Yingbo Zhou, Silvio Savarese, and Caiming 
Xiong. Codegen: An open large language model for code with multi-turn program synthesis. ICLR, 2023.


	Slide 1: Textbooks Are All You Need 
	Slide 2: Introduction
	Slide 3: Data Filtering
	Slide 4: Data Generation
	Slide 5: Data Generation for alignment 
	Slide 6: Model Architecture
	Slide 7: phi-1 and Its Variants
	Slide 8: Results: Code Benchmark Evaluation 
	Slide 9: Results: Similarity Pruning 
	Slide 10: Results: Emergence Properties 
	Slide 11: Critical Response 
	Slide 12: References

