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Announcements

• If you are assigned to present on March 21, come talk about presentations 
after class.


• This week we again only have two presentations.


Questions?



Today

• We’ve now basically covered the full training pipeline of contemporary large 
models.


• Today we’re going to talk about evaluation.



• Benchmarks drive research 
progress and industry adoption


• Evals incentivize the research 
community and dictate 
optimization targets


• Evals help us detect progress 
(improvements in good 
capabilities) or threats (safety 
concerns) 

Why evaluate?

Open LLM Leaderboard



• Static vs Dynamic


• Preference-based vs Ground 
Truth

Types of benchmarks

LiveStatic

Codeforces Weekly ContestsMMLU, HellaSwag, GSM-8KGround Truth

LLM ArenaMT-Bench, AlpacaEvalHuman Preference

Question Source

Evaluation
Metric

Chiang et al, 2024, Chatbot Arena



Static, Ground-Truth

• Dataset of 8.5K high quality linguistically diverse grade school math word 
problems created by human problem writers

GSM8K

Cobbe et al, 2021, Training Verifers to Solve Math Word Problems



Static, Ground-Truth

• Injected calculation annotations 
into train set.


• At test-time, a calculator will 
override sampling when the 
model chooses to use these 
annotations.


• Calculator override reduces 
arithmetic errors. Is this fair?


• Typically disabled now.

Original Example

Q Adrianne is collecting different kinds of beads for making bracelets...

S Her sister gave her 20 + 10 = 30 beads.

Annotated

S Her sister gave her 20 + 10 = <<20+10=30>> 30 beads.

Generator +Her sister gave her 20 + 10 = <<20

Generator 10Her sister gave her 20 + 10 = <<20+

Generator =Her sister gave her 20 + 10 = <<20+10

Calculator
eval(“20+10”) 30>>Her sister gave her 20 + 10 = <<20+10=

Generator booksHer sister gave her 20 + 10 = <<20+10=30>>

Trigger 
Calculator

GSM8K

Cobbe et al, 2021, Training Verifers to Solve Math Word Problems



Dynamic, Preference-based

• Open platform for anonymous, 
randomized LLM battles


• Pairwise comparisons with 
hidden model identities

Chatbot Arena

Chiang et al, 2024, Chatbot Arena



Dynamic, Preference-based

• Model preferences in a Bradley-Terry model, i.e. the probability that a human prefers  to  is 
modelled as (where  is a score associated with )





• Score function is estimated by a cross-entropy objective over all pairwise preferences.


• The ranking is then (roughly)





• I’m omitting some important details that correct for non-uniform choices of which models to serve 
and management of uncertainty.

m m′ 

s(m) ∈ ℝ m

P(H = 1) =
1

1 + exp(s(m′ ) − s(m))

rank(m) = 1 + ∑
m′ 

1{s(m′ ) > s(m)}

Chatbot Arena



• Static eval challenges:


• saturation, contamination, 
scalability


• Preference-based challenges: 


• subjectivity, consistency, 
reward hacking

Challenges

Ruan et al, 2024, Observational Scaling Laws

Static evals have dynamic ranges

Preference evals lead to reward hacking

Rob Mulla



Jason Wei’s Blogpost

1. Many examples


2. High quality, low noise


3. One metric


4. Simple to run


5. A meaningful task


6. Correct grading


7. Large dynamic range

Good benchmarks

Vendrow et al, 2025, 
Do Large Language 
Model Benchmarks 
Test Reliability?

Kiela et al, 2021

Dynabench

Static benchmarks saturate over time

Noise reduces the dynamic range



AlpacaFarm

• Using stronger models (like 
GPT-4) to approximate human 
judgment


• Benefits: scalability, consistency, 
cost-effectiveness


• Limitations: judge model bias, 
risk of reinforcing limitations

Automated evaluation



• How can we evaluate capabilities that are beyond human capabilities?


• Safety benchmarking (next week) is also a critical issues.


• How can we measure capabilities relevant to catastrophic risk if we’re still 
researching the contours of those outcomes?


• Ideally, we’d rule-in risks.

Urgent challenges



Take-homes
Evaluation

• Benchmarking drive progress


• Benchmark development is very high impact


• Benchmark development is challenging


