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Announcements

• If you are assigned to present on April 4, come talk about presentations 
after class.


• Presentation marking update.


Questions?



Today

• Deploying LLMs imposes additional latency and efficiency concerns. 


• Today’s topics:


• Speculative decoding - speeding up decoding algorithmically


• Paged attention (and KV cache) - caching to speed up attention


• Flash attention and decoding - more memory-access efficient attention 
computation for faster decoding (and training) 


• Smooth quant - post-training quantization for faster inference with less 
memory use


