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Abstract

In the problem of online unweighted interval selection, the objective is to maximize the num-
ber of non-conflicting intervals accepted by the algorithm. In the conventional online model of
irrevocable decisions, there is an Ω(n) lower bound on the competitive ratio, even for random-
ized algorithms [1]. In a line of work that allows for revocable acceptances, Faigle and Nawijn
[8] gave a greedy 1-competitive (i.e. optimal) algorithm in the real-time model, where intervals
arrive in order of non-decreasing starting times. The natural extension of their algorithm in the
adversarial (any-order) model is 2k-competitive [2], when there are at most k different interval
lengths, and that is optimal for all deterministic, and memoryless randomized algorithms. We
study this problem in the random-order model, where the adversary chooses the instance, but
the online sequence is a uniformly random permutation of the items. We consider the same
algorithm that is optimal in the cases of the real-time and any-order models, and give an upper
bound of 2.5 on the competitive ratio under random-order arrivals.

We also show how to utilize random-order arrivals to extract a random bit with a worst case
bias of 2

3 , when there are at least two distinct item types. We use this bit to derandomize the
barely random algorithm of Fung et al. [10] and get a deterministic 3-competitive algorithm for
single-length interval selection with arbitrary weights.

1 Introduction

In the problem of interval scheduling on a single machine, there is a set of intervals on the real
line, each with a fixed starting time and end time, and we must choose a subset of non-conflicting
intervals. In the unweighted setting, the goal is to maximize the cardinality of the subset. In terms
of the objective function, this is equivalent to finding a maximum independent set of an interval
graph. In weighted variations, each interval is associated with a weight, and we aim to maximize
the total weight of the solution. In the online version of the problem, intervals arrive one at a time,
and the algorithm must either accept an interval, or forever discard it. Following existing work
on interval scheduling, we consider a model where any new interval can be accepted, displacing
any conflicting intervals currently in the solution. Displaced intervals, similar to intervals that
are rejected upon arrival, can never be taken again. While competitive analysis is traditionally
concerned with irrevocable decisions, that assumption is sometimes relaxed in order to tackle cases
where results are overly pessimistic, or if the application permits it. For example, for the problem
of unweighted interval selection, in the real-time model where intervals arrive in order of increasing
starting times, there is an Ω(n) lower bound, even for randomized algorithms [1]. Different types
of revocable decisions are problem-specific, and appear under various names, such as preemption,
replacement, free disposal, and recourse. Other examples of problems that have been studied under
such relaxed models are the knapsack problem [18], submodular maximization [4], weighted match-
ing [9], maximum coverage [24], and other graph problems [3]. It is worth noting that algorithms in
these models are also relevant when online algorithms are used to construct offline solutions, where
revoking decisions does not violate the model and may come at no additional cost.
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In the adversarial model of online algorithms, the optimal deterministic algorithm for unweighted
interval selection with revoking is 2k-competitive [2], where k is the number of different interval
lengths. We study this problem under random-order arrivals, a model used for beyond worst-case
analysis that also captures stochastic i.i.d. settings (see Gupta & Singla [14]). While there are
many instances where random arrivals help, there are problems where the competitive ratio is not
significantly improved (e.g. Steiner trees where a greedy algorithm is O(log n)-competitive in the
worst-case, and there are Ω(log n) bounds for both adversarial and random-order arrivals [14]). We
show that the simple greedy algorithm that is optimal 2k-competitive in the adversarial case, is
2.5-competitive in the random-order model, removing the dependence on k. In this model, the ad-
versary chooses the input items, but the online sequence is a uniformly random permutation of the
items. Finally, we use the application of interval scheduling as motivation to begin to understand a
very general issue in online algorithms, namely to understand the power of randomized algorithms
with adversarial arrival order compared to deterministic algorithms with random arrivals. In this
regard, we are interested to what extent can we extract random bits from the randomness in the
arrival order. Specifically, we show how to take advantage of the randomness in the arrival order
to extract a random bit with bounded bias.

Some examples of applications related to interval scheduling are routing [23], computer wiring
[15], project selections during space missions [16], and satellite photography [11]. We refer the
reader to the surveys by Kolen et al. [19] and Kovalyov et al. [20] for a more detailed discussion
on the applications of interval scheduling.

Related Work. Lipton and Tomkins [21] introduced the problem of online interval schedul-
ing. They consider the real-time setting, proportional weights, and do not allow for displacement
of intervals in the solution. They give a randomized algorithm that is O((log ∆)1+ε)-competitive,
where ∆ is the ratio of the longest to shortest interval. In the real-time unweighted setting, Faigle
and Nawijn [8] consider a simple greedy 1-competitive deterministic algorithm with revoking. With-
out revoking, there is an Ω(n) lower bound both for deterministic and randomized [1] algorithms.
Woeginger [27] considers a real-time, weighted variation of the problem with revoking, and shows
that no deterministic algorithm can be constant competitive for general weights. Canetti and Irani
[5] extend this impossibility to randomized algorithms with revoking. When an interval’s weight
is a function of its length, Woeginger gives an optimal 4-competitive deterministic algorithm for
special classes of weight functions. Randomized algorithms were considered for these special classes
of functions [26, 7], with Fung et al. [10] currently having the best known upper bound of 2.

In the adversarial model, or any-order arrivals, Bachmann et al. [1] show a lower bound of Ω(n)
for randomized algorithms in the offline unweighted setting without revoking. Borodin and Kar-
avasilis [2] consider the unweighted problem with revoking, and give an optimal 2k-competitive
deterministic algorithm, where k is the number of different interval lengths. This algorithm is a
natural extension of the algorithm by Faigle and Nawijn [8] for any-order arrivals. Emek et al. [6]
give a randomized algorithm that is 6-competitive for unweighted interval selection. For the case of
proportional weights with revoking, Garay et al. [12] give an optimal (2 +

√
5) ≈ 4.23-competitive

deterministic algorithm for the problem of call control on the line, which also applies to any-order
interval selection. The 2-competitive randomized algorithm by Fung et al. [10] for the case of
real-time, single-length, arbitrary weights, also applies to the any-order case.

In the random-order setting, Im and Wang [17] consider the interval scheduling secretary prob-
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lem, where weighted jobs have to be processed within some interval, not necessarily continuously.
They give a O(logD)-competitive randomized algorithm, where D is the maximum interval length
of any job. More relevant to our setting, Borodin and Karavasilis [2] consider single-length un-
weighted interval selection with random arrivals, and show that the only deterministic memoryless
algorithm that may be better than 2-competitive, is a one-way algorithm that replaces intervals
in the same direction. Garg et al. [13] consider interval scheduling and maximum independent set
of hyperrectangles under random arrivals. They do not allow for revoking of accepted intervals,
and give a non-greedy algorithm that is strongly (a form of high probability) O(log n · log logn)-
competitive for interval selection. We note that their algorithm requires knowledge of n, the size
of the input instance. Furthermore, they show that no algorithm that is not provided n can be
strongly O(n1−ε)-competitive, for all ε > 0.

Our Results. We consider the optimal, simple greedy algorithm of [2] that is 2k-competitive
in the adversarial any-order setting, and extends the 1-competitive algorithm of [8] from the real-
time setting. We analyze that algorithm under uniformly random arrivals, and we give an upper
bound of 2.5 on the competitive ratio. We use a charging argument motivated by [2] and bound
the competitive ratio by the expected amount of maximum charge on any interval. We also give
a lower bound of 12

11 on the competitive ratio of all deterministic algorithms with revoking under
random arrivals (appendix B). This bound separates the random-order model with the real-time
model, where 1-competitiveness is attainable.

Furthermore, we utilize the random arrival of online items to extract a random bit with worst
case bias of 2

3 , when there are at least two distinct item types. We use this bit to derandomize the
barely random algorithm by Fung et al. [10] in the case of single-length arbitrary weights. This
technique may be applied to other classify and randomly select algorithms that choose between two
classes of items, when revoking is allowed. We also consider a setting where there exists a global
ordering amongst all input items. For example, this could apply to interval scheduling under the
assumption that all intervals have distinct starting times. This setting allows for unbiased bits to
be extracted throughout the execution of the algorithm, and may be useful for choosing amongst
multiple classes of input items. Under this assumption, we give a 6-competitive algorithm in the
case of two different interval lengths and arbitrary weights.

Organization of the paper. Section 2 includes definitions and a description of how the mapping
from optimal intervals to intervals accepted by the algorithm is defined. We also show how the
competitive ratio is bounded. Section 3 contains the main analysis of the algorithm in the random-
order model. In Section 3.1 we deal with the case of two interval lengths (k = 2). We explore the
dynamics of redefining the mapping because of the displacement of intervals (revoking), and this
analysis is later used to show the general case for any k > 2 in Section 3.2. Section 4 presents two
different processes to extract random bits using random-order arrivals, which we use to derandom-
ize a 1-random-bit algorithm for the case of single-length arbitrary weights intervals. We end with
some conclusions and open problems.

2 Preliminaries

The model consists of intervals arriving on the real line. An interval Ii is specified by a starting
point si, and an end point fi, with si < fi. It occupies space [si, fi) on the line, and the conventional
notions of intersection, disjointness, and containment apply. There are two main ways intervals
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can conflict, and they are shown in figure 1. One type of conflict is a partial conflict, and the other
type is inclusion, or containment. In the case of containment, we say that the smaller intervals
are subsumed by the larger one. We use k to denote the number of different interval lengths of an
instance. An instance with k different lengths, can have a nesting depth of at most k − 1.

(a) Partial Conflict.

(b) Containment with nesting depth 1.

Figure 1: Types of conflicts.

Let OPT denote the size of an optimal solution, and ALG the size of the algorithm’s solution. We
will also use OPT and ALG to refer respectively to an optimal solution, and the solution returned by
the algorithm. The meaning should always be clear from context. We use the notion of competitive
ratio to measure the performance of an online algorithm. Given an algorithm A (creating a solution
ALG), we consider the strict competitive ratio of A : CR(A) = max

I
OPT

E[ALG] , where the expecta-

tion is over all the permutations of the input instance, and the maximum is over all input instances.

In our proofs, we make use of a charging argument. We will now describe how the charging is
done. Given an instance (set of intervals) I and an interval arrival sequence σ, we choose an op-
timal solution OPT Iσ , and define a mapping FIσ : OPT Iσ → ALGIσ that shows how the intervals
from an optimal solution are charged to intervals taken by the algorithm. The mapping FIσ can be
viewed as being formed and redefined throughout the execution of the algorithm as follows: On the
arrival of interval I ∈ OPT Iσ , if I is taken by the algorithm, it is mapped onto itself. If I is rejected
because it conflicts with some intervals taken by the algorithm, it is arbitrarily mapped to one of
those conflicting intervals. Whenever an interval I ′ is taken by replacing an existing interval I ′′, all
optimal intervals mapped to I ′′ up to that point, will then be mapped to I ′. These two first cases
where optimal intervals are charged upon arrival, are instances of direct charging. Whenever an
interval is replaced by another, an instance of transfer charging occurs to the new interval. Notice
that in the end, every interval I ∈ OPT Iσ is mapped to exactly one interval taken by the algorithm.
We note that being able to choose a different OPT for a given sequence σ, provides flexibility
and facilitates our proofs. This may be important in tackling other problems in the random-order
model, especially when revoking is allowed.

Given the mapping FIσ , let Φ : ALG → Z≥0 denote the charging function, which shows, at any
time during the execution, the total amount of charge to any interval currently in the online algo-
rithm’s solution. That is, Φ(I) = |{I ′ ∈ OPT : F(I ′) = I}|. We can also express the amount of
charge as Φ(I) = TC(I) + DC(I), where TC(I) denotes the total amount of transfer charge to I
at the time it was taken by the algorithm, and DC(I) denotes the total amount of direct charge to I.
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Notice how at the end of the execution,
∑

I∈ALG Φ(I) = OPT . We can now bound the com-
petitive ratio of an algorithm for any instance as follows:

OPT

E [ALG]
=

E

[ ∑
1≤i≤ALG

Φ(Ii)

]
E [ALG]

≤
E [ALG] max

I
{E [Φ(I) | I ∈ ALG]}

E [ALG]

= max
I
{E [Φ(I) | I ∈ ALG]}

The first equality is because the sum Φ(I1) + ... + Φ(IALG) is always equal to OPT, which is a
constant determined by the instance I, and does not depend on the random arrival sequence. The
inequality holds by applying Wald’s inequality (as given in Young [28], lemma 4.1). It follows that
it suffices to bound the expected charge on every interval in ALG.

Definition 2.1 (Predecessor trace). Let I be an interval in the algorithm’s final solution. The
predecessor trace of I is the maximal list of intervals (P1, P2, ..., Pk = I) such that Pi was at some
point accepted by the algorithm, but was later replaced by Pi+1.

A predecessor trace is analogous to Woeginger’s [27] predecessor chain in the real-time model.

3 Main Analysis for the Random-Order Model

In this section we analyze the performance of Algorithm 1. This algorithm is greedy, in the sense that
when an arriving interval does not conflict with anything, it is always accepted by the algorithm. If
there are conflicts, a new interval is only accepted if it is entirely subsumed by an interval currently
in the solution, which in turn gets replaced. Notice that an interval taken (maybe temporarily)
by this algorithm can be directly charged by at most two optimal intervals. This is because any
interval can partially conflict with at most two intervals from an optimal solution. This fact is also
relevant for single-length instances (k = 1), where no interval is replaced by this algorithm. In that
case we have TC(I) = 0 and DC(I) ≤ 2 for every interval I, giving us an upper bound of 2 on the
competitive ratio. A lower bound of 2n

n+2 is given in figure 2 (ALG = 1 w.p. n−2
n , OPT = 2).

I1

...

I2 I3

Figure 2: Instance where Algorithm 1 is 2n
n+2 -competitive.
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Algorithm 1

On the arrival of I:
Is ← Set of intervals currently in the solution conflicting with I
if Is = ∅ then

Take I
return

for I ′ ∈ Is do
if I ⊂ I ′ then

Take I and discard I ′

return
Discard I

We will now study the case of only two interval lengths. The results of this section will later be
used to show the result for k > 2.

3.1 Case of k = 2

We first focus on a base instance that showcases the dynamics of transfer charging. Note that in
this case, any predecessor trace is of length at most two. Consider an instance with two different
lengths as shown in figure 3. Let L,R,M, S denote the sets of corresponding intervals. The set S
of small intervals is entirely contained in the large intervals of M , and we make no assumptions
about the structure of S. In fact, intervals in S are also allowed to partially1 conflict with intervals
in L ∪R. An optimal solution consists of intervals IL ∈ L, IR ∈ R, and some intervals Is ⊆ S. For
the purposes of charging, we will be choosing the optimal solution that contains the latest arriving
IL ∈ L and IR ∈ R. The intervals in L and R are depicted as small intervals, but in reality they
could be either small or large. We also note that intervals that are depicted as copies do not have
to perfectly coincide.

S

M
...

. . . . . .

L

...

R

...

Figure 3: Base instance for transfer charging with k = 2.

Lemma 3.1. For any instance with a structure as depicted in figure 3, we have that
E[Φ(I) | I ∈ ALG] ≤ 2.5.

Proof. We will be writing E[Φ(I)] for readability. We have that Φ(I) = TC(I) + DC(I). As
mentioned before, ∀I,DC(I) ≤ 2. We will now bound E[TC(I)]. Let TC1 denote the event that
a transfer charge of 1 occurs, and TC2 denote the event that a transfer charge of 2 occurs. We

1W.l.o.g. no interval in Is ∈ S is entirely contained in an interval in L ∪ R. If that was the case, Is would be
considered optimal and at least one of L,R would be empty.
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focus on the first arrival of an interval from S, as that interval will receive the transfer charge. Let
N = |L|+ |R|+ |M |+ |S|.

We want to compute: argmax(E[TC(I)])
|L|,|R|,|M |,|S|

, where E[TC(I)] = Pr(TC1) + 2Pr(TC2).

Case of TC2: For a transfer charge of 2 to occur, it must be that an interval from M arrives first,
and that all the intervals in L ∪R arrive before the first interval from S. This is an experiment of
drawing without replacement, and the probability that we get all intervals in L∪R before the first
interval from S is the following:

|L|+ |R|
|L|+ |R|+ |S|

· |L|+ |R| − 1

|L|+ |R|+ |S| − 1
. . .

1

|S|+ 1
=

(|L|+ |R|)! · |S|!
(|L|+ |R|+ |S|)!

and therefore,

Pr(TC2) =
|M |
N
· (|L|+ |R|)! · |S|!

(|L|+ |R|+ |S|)!

Case of TC1: For a transfer charge of 1 to occur, it must be that an interval from M arrives first,
and then one of two cases: all intervals from L (respectively R) arrive, followed by the first interval
of S, and the last interval of R (respectively L) arrives after. These two cases are symmetrical and
we’ll focus on the first one, which can be visualized as follows:

first M → last L→ first S → last R

Consider the following two events:
Event AL: The first interval from S arrives after the last interval from L.
Event BR: The last interval from R arrives after the first interval from S.

We want to compute Pr(AL∩BR). Notice that in the previous case of TC2 we computed Pr(AL∩
BR). We get that:

Pr(BR|AL) =
Pr(AL ∩BR)

Pr(AL)
=

(|L|+ |R|)! · (|L|+ |S|)!
(|L|+ |R|+ |S|)! · |L|!

Pr(AL ∩BR) = Pr(BR|AL) · Pr(AL) = (1− Pr(BR|AL)) · Pr(AL)

=

(
1− (|L|+ |R|)! · (|L|+ |S|)!

(|L|+ |R|+ |S|)! · |L|!

)
· |L|! · |S|!

(|L|+ |S|)!

=
|L|! · |S|!

(|L|+ |S|)!
− (|L|+ |R|)! · |S|!

(|L|+ |R|+ |S|)!
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Similarly, for the symmetrical case we get that:

Pr(AR ∩BL) =
|R|! · |S|!

(|R|+ |S|)!
− (|L|+ |R|)! · |S|!

(|L|+ |R|+ |S|)!

Combining the two cases we get that:

Pr(TC1) =
M

N
[Pr(AL ∩BR) + Pr(AR ∩BL)]

=
M

N

[
|L|! · |S|!

(|L|+ |S|)!
+
|R|! · |S|!

(|R|+ |S|)!
− 2

(|L|+ |R|)! · |S|!
(|L|+ |R|+ |S|)!

]

Finally, we have that:

E[TC(I)] = Pr(TC1) + 2Pr(TC2) =
M

N

[
|L|! · |S|!

(|L|+ |S|)!
+
|R|! · |S|!

(|R|+ |S|)!

]
We have that (|L|, |R|, |S|, |M |) ∈ {N∗}4. We will also assume that |S| ≥ 3. We deal with the cases
of |S| = 1 and |S| = 2 in appendix A. To maximize E[TC(I)] we set |L| = |R| = 1, and |S| = 3,
and we get:

E[TC(I)]) ≤ |M |
|M |+ 5

· 2 · 3!

4!
=

1

2

|M |
|M |+ 5

|M |→+∞−−−−−−→ 1

2

Therefore, E[Φ(I)] = E[TC(I) +DC(I)] ≤ 1
2 + 2.

Corollary 3.2. Algorithm 1 is 2.5−competitive on instances of the form as in figure 3.

We are now ready to prove the following Theorem for the general case of k = 2.

Theorem 3.3. Algorithm 1 achieves a competitive ratio of 2.5 for the problem of interval selection
on instances with at most two different lengths.

Proof. Let Ci = (Li, Ri,Mi, Si) denote a basic construction (or sub-instance) that follows the
structure described earlier, with Li ∪ Ri 6= ∅. Given an optimal solution OPT , any instance can
be partitioned into a set of such constructions, each being uniquely identified by its middle non-
optimal intervals. Let C = {C1, C2, ..., Cn} denote the set of all these constructions. Although it
could be that |Mi| � 1, we will abuse the notation and refer to the interval Mi. Figure 4 shows
an instance that is partitioned into three basic constructions: C1 = (∅, {I1}, {M1}, {J1, J2, J3}),
C2 = ({I1}, {I3}, {M2}, {I2, J4}), and C3 = ({I2}, {I4}, {M3}, {J4, I3}).
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J1 J2
J3

I1
M1 M2 I3

M3I2

I4

J4

Figure 4: Example instance with three basic constructions.

We focus on these constructions, because a transfer charge can only occur to the intervals in
(S1 ∪ S2 ∪ ... ∪ Sn). It is helpful to associate the event of a transfer charge with the related con-
struction, and note that no transfer charge will be associated with that construction again. For
example, after interval J4 is taken (fig. 4), no transfer charge can be associated with C2 and C3.
This is because whenever an interval from Si is accepted, it can never be replaced again, and Mi

cannot be accepted again. Consider the middle intervals {M1, ...,Mn}. A subset of those intervals
will be taken by the algorithm during the execution. Whenever Mi is taken, a transfer charge
may occur. Intervals outside Ci can affect it by blocking intervals in Li ∪ Ri (before or after Mi

is taken), or Si (before Mi is taken). In every case, the expected total amount of charge on any
Si is no more compared to having Ci separately, which, in addition to the fact that any interval is
transfer charged at most once, gives us the desired result.

3.2 Case of k > 2

In the case of k > 2, the nesting depth can be greater than 1, which allows for a predecessor trace
of length greater than 2. As before, we fix an optimal solution and consider the set of all basic
constructions C derived from the instance. We note that a basic construction can now be contained
in another. More specifically, if Ci is contained in Cj , it means that (Li ∪Ri ∪Mi ∪ Si) ⊆ Sj . For
every interval J ∈ ALG, we consider the predecessor trace PJ = (M1, ...,Md, J) that was formed
during the execution. When an interval (Mi) is replaced by another (Mi+1), it also transfers all of
its charge, and we have that Φ(Mi) ≤ Φ(Mi+1) ≤ Φ(Mi) + 2. W.l.o.g. we assume that M1, ...,Md

are all middle intervals of some basic constructions. The only way this isn’t true is if for some i, Mi

does not partially conflict with any optimal intervals, in which case it cannot increase the amount
of charge transferred to Mi+1. Interval J may or may not correspond to a middle interval, but we
know that J ∈ Sd. The total amount of charge on any one interval is a random quantity, and we
want to upper bound E[Φ(J) | J ∈ ALG] for every predecessor trace PJ .

Lemma 3.4. E[Φ(J) | J ∈ ALG] ≤ 2.5 for every J ∈ ALG and predecessor trace PJ .

Proof. As before, we have that DC(J) ≤ 2 and we focus on E[TC(J)]. Notice that for every PJ ,
the expected amount of charge added to J because of interval Mi depends on the subset of intervals
of (Li ∪ Ri ∪ Si) that are yet to arrive after Mi was accepted. We are able to derive a bound on
E[TC(J)] by assuming the last interval of Li and the last interval of Ri are yet to arrive, and lower
bounding the remaining of Si by the fact that intervals Mi+1, ..., J are yet to arrive.

Let (S′i, L
′
i, R
′
i) ⊆ (Si, Li, Ri) be the set of intervals pending to arrive after Mi was accepted,

and for i > 1, let M ′i ⊆ Mi be the set of intervals pending to arrive after Mi−1 was accepted.
Similarly, let M ′1 ⊆ M1 be the set of intervals pending after M1 was able to be accepted by the
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algorithm. For readability, we omit | · | and refer to |M ′i |, |S′i|, |L′i|, and |R′i| as M ′i , S
′
i, L
′
i, R
′
i. Let

N ′i = M ′i + L′i +R′i + S′i. For 1 ≤ i ≤ d we have that:

S′i ≥ S′d +

d∑
j=i+1

(M ′j + L′j +R′j) (1)

We first consider the case of S′d ≥ 3. From the analysis of Lemma 3.1 we get that:

E[TC(J)] =
M ′1
N ′1
·
[
L′1! · S′1!

(L′1 + S′1)!
+

R′1! · S′1!
(R′1 + S′1)!

]
+ · · ·+

M ′d
N ′d
·
[ ′Ld! · S′d!

(L′d + S′d)!
+

R′d! · S′d!
(R′d + S′d)!

]

≤ M ′1
M ′1 + 2 + S′1

·
[
2

S′1!

(S′1 + 1)!

]
+ · · ·+

M ′d
M ′d + 2 + S′d

[
2

S′d!

(S′d + 1)!

]

= 2

[
M ′1

(M ′1 + 2 + S′1) · (S′1 + 1)
+ · · ·+

M ′d
(M ′d + 2 + S′d) · (S′d + 1)

]

≤ 2

[
M ′1

5 + 2(d− 1) +
∑d

j=1M
′
j

· 1

4 + 2(d− 1) +
∑d

j=2M
′
j

+ · · ·+
M ′d

M ′d + 5
· 1

4

]

= 2

d∑
i=1

M ′i

(5 + 2(d− i) +
∑d

j=iM
′
j) · (4 + 2(d− i) +

∑d
j=i+1M

′
j)

The first inequality is because we set L′i = R′i = 1. The second inequality is because of (1).

Let F d(x1, .., xd) =
d∑
i=1

xi
(5+2(d−i)+

∑d
j=i xj)·(4+2(d−i)+

∑d
j=i+1 xj)

, with xi ≥ 1 for every i. For read-

ability, we will write F d(x1, ..., xd) =
d∑
i=1

xi
(xi+2+si)·(si+1) , with si = xi+1 + 2 + si+1, and sd = 3. We

will show that for any d and x1, ..., xd:

F d(x1, ..., xd) ≤
1

4

We show this by induction on d:

Base case d = 1: F 1(x1) = x1
4(x1+5) ≤

1
4 holds.

Induction step: For d = D, we assume that FD(x1, .., xD) ≤ 1
4 .
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For d = D + 1, we focus on the first two terms of the sum:

2∑
i=1

xi
(xi + 2 + si) · (si + 1)

=
x1

(x1 + 2 + s1) · (s1 + 1)
+

x2
(x2 + 2 + s2) · (s2 + 1)

=
x1

(x1 + x2 + 4 + s2) · (x2 + 3 + s2)
+

x2
(x2 + 2 + s2) · (s2 + 1)

We will show that:

2∑
i=1

xi
(xi + 2 + si) · (si + 1)

≤ x1 + x2
(x1 + x2 + 2 + s2) · (s2 + 1)

(2)

We have that:

x1 + x2
(x1 + x2 + 2 + s2) · (s2 + 1)

− x1
(x1 + x2 + 4 + s2) · (x2 + 3 + s2)

− x2
(x2 + 2 + s2) · (s2 + 1)

≥

x1
(x1 + x2 + 2 + s2) · (s2 + 1)

− x1
(x1 + x2 + 4 + s2) · (x2 + 3 + s2)

≥ 0

Therefore (2) holds, and we have that FD+1(x1, x2, .., xD+1) ≤ FD(x1 + x2, x3, .., xD+1), which we
know is at most 1

4 by the induction hypothesis.

Putting everything together, we have that E[TC(J)] ≤ 1
2 , and because DC(J) ≤ 2, we get that

E[Φ(J)] ≤ 2.5. The cases of sd = 1 and sd = 2 are dealt with in appendix A.

Corollary 3.5. Algorithm 1 is 2.5-competitive for the problem of interval selection for all k.

4 Randomness Extraction

Our analysis of the competitiveness for unweighted interval selection is another example of the
power of random-order arrivals (vs adversarial order) for deterministic algorithms. A basic question
in online algorithms is the power of random-order deterministic algorithms relative to adversarial
order randomized algorithms. We know that there are problems where deterministic random-
order algorithms provide provably better competitive ratios than randomized algorithms (e.g. the
secretary problem [22]). But are there problems where adversarial order randomized algorithms
are provably (or even seemingly) better than random-order deterministic algorithms? It is natural
then to see if we can use the randomness in the arrival of input items to extract random bits. Such
bits may be used to derandomize certain algorithms in the random-order model. Barely random
algorithms [25] use a (small) constant number of random bits, and are well suited to be considered
for this purpose. These algorithms are often used in the classify and randomly select paradigm,
where inputs are partitioned into a small number of classes, and the algorithm randomly selects
a class of items to work with. We consider the simple 1-bit randomness extraction process as
described in Process 2. We assume there exist at least two different classes, or item types, that all
input items belong to. Furthermore, we maintain a counter that represents the number of items
that have arrived so far. Our process returns 1, if the first item of the second type to arrive online
is on an even counter. The adversary can choose the number of items of each type to affect the
probability of getting either output, but we show that the worst case bias of this bit is at most 2

3 .
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Process 2 Biased bit extraction
On the arrival of Ii:
if i = 1 then

type← type(I1)
else

if type 6= type(Ii) then
return(1− (i mod 2)) and terminate the process

Theorem 4.1. The bit extracted by process 2 has a worst case bias of at most 2
3 .

Proof. Let there be A items of typeA and B items of typeB, with N = A + B. Let Ev be the
event where the second item type arrives on an even counter. Let also Ae (respectively Be) be the
event that the first appearance of typeA (typeB) is on an even counter, and FA (resp. FB) be the
event that the very first item that arrives is of typeA. We assume that N is very large, and we are
sampling from an infinite population. We have that:

Pr(Ev) = Pr(Be|FA) · Pr(FA) + Pr(Ae|FB) · Pr(FB)

We start by computing Pr(Be|FA):

Pr(Be|FA) =
B

N
+

(
A

N

)2

· B
N

+

(
A

N

)4

· B
N

+

(
A

N

)6

· B
N

+ · · · = B

N

+∞∑
i=0

(
A

N

)2i

and therefore:

Pr(Be|FA) · Pr(FA) =
AB

N2

+∞∑
i=0

(
A

N

)2i

Similarly, we get that:

Pr(Ae|FB) · Pr(FB) =
AB

N2

+∞∑
i=0

(
B

N

)2i

Putting everything together:

Pr(Ev) =
AB

N2

+∞∑
i=0

(
A2i +B2i

N2i

)
Let A = αN with α ∈ (0, 1). We can rewrite Pr(Ev) as follows:

Pr(Ev) =
α(1− α)N2

N2

+∞∑
i=0

(αN)2i + (1− α)2iN2i

N2

= α(1− α)
+∞∑
i=0

α2i + (1− α)2i

= α(1− α)
−2α2 + 2α+ 1

(α− 2)α(α2 − 1)

=
2α2 − 2α− 1

(α+ 1)(α− 2)
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Let f(α) = 2α2−2α−1
(α+1)(α−2) . We have that f [(0, 1)] ∈ (12 ,

2
3) (figure 5). In conclusion, the worst case bias

of the bit extracted through Process 2 is 2
3 .

Figure 5: Plot of f(a)

Fung et al. [10] give barely random algorithms for some weighted variations of interval selec-
tion in the real-time model. Their 2-competitive algorithm for the case of single-length intervals
with arbitrary weights is also directly applicable to the any-order model, and consequently to the
random-order model, while maintaining the same competitiveness. The real line is divided into
slots, and each interval can be viewed as belonging to an even or odd slot. Their algorithm uses
one random bit to pick one slot type, and gets an optimal solution amongst those intervals. We
refer to [10] for a complete description of the algorithm. We can derandomize this algorithm using
a random bit extracted by Process 2 as follows: Our algorithm starts working on the first type of
intervals that arrive as if it was the chosen one. When a new (slot-)type arrives, our bit is extracted,
and we decide whether we will switch to the second type intervals or not. With a slight change in
their proof (Theorem 3.1 in [10]) we see that our algorithm is 3-competitive.

We note that revoking is essential in the above algorithm. Although the 2-competitive algorithm
by Fung et al. already requires that revoking is allowed in the model, we also need to be able to
discard the entire solution constructed by the time the random bit is extracted. Process 2 may
be used more generally to derandomize algorithms that fall under the classify and randomly select
paradigm, when two classes are used. Consider a deterministic algorithm A, and let ALG1 (resp.
ALG2) denote the performance of the algorithm on input items that belong to class 1 (resp. 2).
Assuming ALG1 +ALG2 ≥ OPT

c , with c ≥ 1, we get a 3c-competitive algorithm.

Under the assumption that there exists a global ordering amongst all online items, we are able
to extract an unbiased bit simply by comparing the two first items to arrive (Process 3).

Theorem 4.2. Under the assumption that there exista a global ordering amongst all items in the
input instance, process 3 (Distinct-Unbiased) produces an unbiased bit.

13



Process 3 Distinct-Unbiased
On the arrival of I1, I2:
if I1 < I2 then

return(1)
else

return(0)

Proof. Let I1, I2, ..., IN be all the items in the instance, such that I1 < I2 < ... < IN . Let Ia, Ib be
the first two items that arrive. Let E1 denote the event that Ia < Ib. Let Fi denote the event that
item Ii arrives first, and Si denote the event that Ib > Ii. We have that:

Pr(E1) = Pr(S1|F1) · Pr(F1) + · · ·+ Pr(SN |FN ) · Pr(FN )

=
1

N

N − 1

N − 1
+ · · ·+ 1

N

N −N
N − 1

=
1

N

N∑
i=1

N − i
N − 1

=
1

2

We can repeat this process for the next pair of online items. Generally, given 2N online items we
can extract N unbiased bits. For example, this process could be applicable to interval scheduling
under the assumption that all intervals have distinct starting times. In this setting, we can use
Process 3 to derandomize the algorithm by Fung et al. for single-length arbitrary weights, and
maintain its competitiveness. We can even combine these two processes, and get a 6-competitive
deterministic algorithm for the case of arbitrary weights and two different lengths. The algorithm
would use the unbiased bit from the first two intervals to decide on the length. While working on
any length, we would use Process 2 to decide on the slot type.

5 Conclusions

We have shown an upper bound of 2.5 on Algorithm 1 under random arrivals. We have also given
a lower bound of 2 (as n → +∞) for that algorithm. We believe a matching upper bound can
be shown with a more careful analysis of direct charging. It is also plausible that a deterministic
algorithm can be better than 2-competitive. A better algorithm might have additional replacement
rules, in particular for partial conflicts. We also want to improve the 12

11 lower bound for random
arrivals assuming that this is not the optimal bound. Our study has this far only considered de-
terministic algorithms and an obvious question is to consider randomized algorithms for interval
selection with revoking in the random order model.

We studied two processes for extracting random bits from uniformly random arrivals. This may be
applied to other problems where global distinctions among items can be made. We think it would
be interesting to consider models with a large number of items arriving in between random choices.
This may allow sufficiently many bits to be extracted in order to simulate the next random choice,
and derandomize classify and randomly select algorithms with many classes of items.
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A Dealing with the cases of |S| < 3

A.1 In Lemma 3.1.

Consider the case of |S| = 1, with S = {S1}. As per the analysis of Lemma 3.1, we get that
E[TC(S1)] ≤ 1. If S1 is an optimal interval, it means that it is only directly charged when it is
accepted, and we have that DC(S1) = 1. Therefore, E[Φ(S1)] ≤ 2. If S1 is not an optimal interval
(because it conflicts with the left and/or right optimal interval), we have that Φ(S1) ≤ 2 just from
the fact that there exist two optimal intervals in total.

We now consider the case of |S| = 2, with S = {S1, S2}. We have that for I ∈ {S1, S2},
E[TC(I)] ≤ 2

3 . If both S1, S2 are optimal intervals, we have that DC(S1) = DC(S2) = 1, and
therefore for I ∈ {S1, S2}, E[Φ(I)] ≤ 2

3 + 1 < 2.5. If S1, S2 are both non-optimal intervals, we have
that Φ(Si) ≤ 2 for all i, because there exist at most two optimal intervals in total. Consider now
the case of S1 being an optimal interval, and S2 being a non-optimal interval. We consider two
subsequent cases:

Case 1: S1 and S2 don’t overlap. In this case we have that DC(S1) = 1, and DC(S2) ≤ 1,
since S2 must be in conflict with either the left or the right optimal interval. Therefore we get
E[Φ(I)] < 2.5 for I ∈ {S1, S2}.
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Case 2: S1 and S2 overlap. In this case, we have that DC(S1) = 1, and 1 ≤ DC(S2) ≤ 2.
Let I ∈ {S1, S2} be the interval that makes it into the final solution. We have that E[DC(I)] ≤
1
2 · 1 + 1

2 · 2 = 1.5, and E[Φ(I)] ≤ 2
3 + 1.5 < 2.5.

In conclusion, Lemma 3.1 holds even in the case of |S| < 3.

A.2 In Lemma 3.4.

The induction argument in Lemma 3.4 goes through with |S′d| = 1 and |S′d| = 2, giving us a bound
on the expected amount of transfer charge of 1 and 2

3 respectively. As in A.1, in the case of |S′d| = 1
with S1 being an optimal interval, we have that DC(S1) = 1. If S1 is not an optimal interval and
conflicts with one optimal interval, we have that DC(S1) ≤ 1. If S1 conflicts with two optimal in-
tervals, we have that DC(S1) = 2 with probability at most 1

3 . Therefore E[DC(S1)] ≤ 2
3 +2 · 13 = 4

3 .
In all cases, we have that E[TC(S1)] + E[DC(S1)] ≤ 2.5.

In the case of S′d = {S1, S2} with both intervals being optimal, as in A.1, we get that DC(S1) =
DC(S2) = 1. If neither interval is optimal, similar to the argument in the case of |S′d| = 1, we have
that DC(Si) = 2 with probability at most 1

2 , and E[DC(Si)] ≤ 1
2 + 2 · 12 . Therefore, E[Φ(Si)] ≤ 2.5.

Finally, the case of one of the two intervals being optimal is handled like in A.1.

B A lower bound under random arrivals.

We will show a lower bound of 12
11 for all deterministic algorithms with revoking in the random-

order model. This is in contrast to the real-time model with revoking, where 1-competitiveness is
attainable. Let LB1 be a three interval instance as shown in figure 6.

I2

I1

I3

Figure 6: Instance LB1.

First, notice that because the algorithm has no knowledge of the size of the input, it must act
greedily on the first interval to arrive. If that weren’t the case, we could introduce a one-interval
instance where the competitiveness of the algorithm would be unbounded. Consider now the be-
haviour of the algorithm if I1 was to arrive first.

Case 1: The algorithm will not replace I1 with either interval that might arrive second. In this
case, we know that with probability at least 1

3 , the algorithm will have one interval in its solution.

Case 2: There is at least one interval in {I2, I3} such that if it is the second interval to arrive, it
will replace I1. Let I3 be such an interval. We can then use instance LB2 (fig. 7), with intervals
I1 and I3 being the same as in LB1. In this case we know that with probability at least 1

6 , the
algorithm will have one interval in its solution.
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I1

I3

I4

Figure 7: Instance LB2.

In conclusion, there is always an instance with OPT = 2, and E[ALG] ≤ 1
6 + 2 · 56 = 11

6 , and
therefore the competitive ratio is at least 12

11 . Even under the assumption that the algorithm knows
the size of the input, the same bound holds. If I1 was not taken upon arrival, using instance LB2

we know that the algorithm will only have one interval in its solution with probability at least 1
3 .
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