
Imitation and Reinforcement Learning in Agentswith Heterogeneous ActionsBob Price1 and Craig Boutilier21 Department of Computer Science, University of British Columbia, Vancouver, B.C.,Canada V6T 1Z4 price@cs.ubc.ca2 Department of Computer Science, University of Toronto, Toronto, ON, CanadaM5S 3H5 cebly@cs.toronto.eduAbstract. Reinforcement learning techniques are increasingly being usedto solve di�cult problems in control and combinatorial optimization withpromising results. Implicit imitation can accelerate reinforcement learn-ing (RL) by augmenting the Bellman equations with information fromthe observation of expert agents (mentors). We propose two extensionsthat permit imitation of agents with heterogeneous actions: feasibilitytesting, which detects infeasible mentor actions, and k-step repair, whichsearches for plans that approximate infeasible actions. We demonstrateempirically that both of these extensions allow imitation agents to con-verge more quickly in the presence of heterogeneous actions.1 IntroductionTraditional methods for solving di�cult control and combinatorial optimizationproblems have made frequent recourse to heuristics to improve performance.Increasingly, adaptive methods such as reinforcement learning have been usedto allow programs to learn their own heuristic or \value" functions to guidesearch. The results in such diverse areas as job-shop scheduling [1] and globaloptimization problems [2] have been quite promising. Typically, however, thetypes of problems we would like to solve are similar to problems already solvedor to problems being pursued by others. We have therefore argued [3], as haveothers, for a broader, sociologically inspired model of reinforcement learningwhich can incorporate the knowledge of multiple agents solving multiple relatedproblems in a loosely coupled way.Coupling between agents is typically achieved through communication, how-ever, the lack of a common communication protocol or the presence of a com-petitive situation can often make explicit communication infeasible. We havedemonstrated, using simple domains, that it is possible to overcome commu-nication barriers by equipping agents with imitation-like behaviors [3]. Usingimitation, agents can learn from others without communicating an explicit con-text for the applicability of a behavior [4]; without the need for an existingcommunication protocol; in competitive situations where agents are unwilling toshare information; and even when other agents are unwilling to ful�ll a teacherrole. The ability of imitation to e�ect skill transfer between agents has also been



demonstrated in a range of domains [5{10]. These domains, however, have dealtwith agents imitating other agents with similar actions. Our goal is to extendimitation to allow agents to learn from expert agents (mentors) with di�erentaction capabilities or inhabiting di�erent environments. For example, an agentlearning to control a newly upgraded elevator group in a large building couldbene�t from the adaptive learning of a prior controller on the previous elevatorsystem of that building.Previously, we have showed that implicit imitation can accelerate reinforce-ment learning (RL) by allowing agents to take advantage of the knowledge im-plicit in observations of more skilled agents [3]. Though we did not assume thatthe learner shared the same objectives as the mentors, we did rely on the factthat actions were homogeneous: every action taken by a mentor corresponded tosome action of the learner. In this work, we relax this assumption and introducetwo mechanisms that allow acceleration of RL in presence of heterogeneous ac-tions: action feasibility testing, which allows the learner to determine whether aspeci�c mentor action can be duplicated; and k-step repair, in which a learnerattempts to determine whether it can approximate the mentor's trajectory.Our work can be viewed loosely as falling within the framework proposed byNehaniv and Dautenhahn [11], who view imitation as the process of construct-ing mappings between states, actions, and goals of di�erent agents (see also theabstraction model of Kuniyoshi at al. [8]). Unlike their model, we assume thatstate-space mappings are given, the mentor's actions are not directly observ-able, the goals of the mentor and learner may di�er, and that environments arestochastic. Furthermore, we do not require that the learner explicitly duplicatethe behavior of the mentor. Our model is also related to behavioral cloning, butagain we do not share the goal of behavioral cloning which aims to reproducean observed behavior by inducing an objective function from observed behavior[12]. As in [5], our model incorporates an independent learning and optimizationcomponent that di�ers from \following" and \demonstration" models often usedin robotics [7, 13], though the repair strategies we invoke do bear some relationto \following" models.2 Imitation with Homogeneous ActionsIn this section we summarize the implicit imitation model developed in [3]. Fur-ther details and motivation can be found in this paper. In implicit imitation [3],we assume two agents, a mentor m and an observer o, acting in a �xed envi-ronment.1 We assume the observer (or learner) is learning to control a Markovdecision process (MDP) with states S, actions Ao and reward function Ro. Weuse Pro(tjs; a) to denote the probability of transition from state s to t when ac-tion a is taken. The mentor too is controlling an MDP with the same underlyingstate space (we use Am, Rm and Prm to denote this MDP).1 The extension to multiple mentors with varying expertise is straightforward [3].



We make two assumptions: the mentor implements a deterministic stationarypolicy �m, which induces a Markov chain Prm(tjs) = Prm(tjs; �m(s)) over S;2and for each action �m(s) taken by the mentor, there exists an action a 2 Aosuch that the distributions Pro(�js; a) and Prm(�js) are the same. This latterassumption is the homogeneous action assumption and implies that the learnercan duplicate the mentor's policy. We do not assume that the learner knows apriori the identity of the mentor's action �m(s) (for any given state s), nor thatthe learner wants to duplicate this policy (the agents may have di�erent rewardfunctions). Since the learner can observe the mentor's transitions (though notits actions directly), it can form estimates of the mentor's Markov chain, alongwith estimates of its own MDP (transition probabilities and reward function).We de�ne the augmented Bellman equation as follows:V (s) = Ro(s) + 
max(maxa2Ao(Xt2S Pro(tjs; a)V (t)) ;Xt2S Prm(tjs)V (t)) : (1)This is the usual Bellman equation with an extra term added, namely, the sec-ond summation, denoting the expected value of duplicating the mentor's action�m(s). Since this (unknown) action is identical to one of the observer's actions,the term is redundant and the augmented value equation is valid. Furthermore,under certain (standard) assumptions, we can show that the estimates of themodel quantities will converge to their true values; and an implicit imitationlearner acting in accordance with these value estimates will converge optimallyunder standard RL assumptions.3 More interesting is the fact that by acting inaccordance with value estimates produced by augmented Bellman backups, anobserver generally converges much more quickly than a learner not using theguidance of a mentor. As demonstrated in [3], implicit imitators typically accu-mulate reward at a higher rate earlier than standard (model-based) RL-agents,even when the mentor's reward function is not identical to the observer's.At states the mentor visits infrequently (because they are rarely traversedby its optimal policy), the learner's estimates of the mentor's Markov chainmay be poor compared to the learner's own estimated action models. In suchcases, we would like to suppress the mentor's in
uence. We do this by usingmodel con�dence in augmented backups. For the mentor's Markov chain and theobserver's action transitions, we assume a Dirichlet prior over the parametersof each of these multinomial distributions. From sample counts of mentor andobserver transitions, the learner updates these distributions. Using a techniqueinspired by Kaelbling's [15] interval estimation method, we use the variance inour estimated Dirichlet distributions for the model parameters to construct crudelower bounds on both the augmented value function incorporating the mentormodel and an unaugmented value function based strictly on the observer's ownexperience. If the lower bound on the augmented value function is less than2 Generalization to stochastic policies can easily be handled.3 We assume a model-based RL algorithm (e.g., prioritized sweeping [14] and an ex-ploration model which is in
uenced by state values (e.g. � greedy).



Table 1. Augmented BackupFUNCTION augmentedBackup(V+,Pro,�2o,Prm,�2m,s)a� = argmaxa2AoPt2S Pr(s; a; t)V +(t)Vo(s) = Ro(s) + 
Pt2S Pr(s; a�; t)V (t); Vm(s) = Ro(s) + 
Pt2S Prm(s; t)V (t)�o(s) = 
2Pt2S �(s; a�; t)V +(t)2; �m(s) = 
2Pt2S �m(s; t)V +(t)2V �o (s) = Vo(s) � �o(s); V �m (s) = Vm(s) � �m(s)IF Vo > Vm THEN V +(s) = Vo(s)ELSE V +(s) = Vm(s)RETURN V +(s)the lower bound on the unaugmented value function, then either the augmentedvalue is in fact lower, or it is highly variable. Using lower bounds ensures thatuncertainty about an action model makes it look worse. In either circumstance,suppression of the mentor's in
uence is appropriate and we use an unaugmentedBellman backup.In the algorithm shown in Table 1, the inputs are the observer's augmentedvalue function V +, its action model and variance PRo, �2o, the action model andvariance for mentor observations Prm, �2m and the current state s. The outputis a new augmented value for state s. The program variable Vo(s) representsthe best value the observer can obtain in state s using its own experience-basedaction models and Vm(s) represents the value the agent could obtain if it em-ployed the same action as the mentor. The term �2o(s) represents a conservativeoverestimate of the variance in the estimate of the value of state s, V (s), dueto the local model uncertainty in the observer's own action models and �2m(s)represents a similar uncertainty in the estimate derived from the mentor actionmodel. The uncertainty is used to construct loose lower bounds on the value es-timates denoted V �o and V �m . These bounds are crude but su�cient to suppressmentor in
uence at appropriate states.3 Imitation with Heterogeneous ActionsWhen the homogeneity assumption is violated, the implicit imitation frameworkdescribed above can cause the learner to perform very poorly. In particular, if thelearner is unable to make the same state transition (with the same probability)as the mentor at a state s, it may drastically overestimate the value of s.4 Thein
ated value estimate may cause the learner to return repeatedly to this (poten-tially undesirable) state with a potentially drastic impact on convergence time4 Augmented backups cannot cause underestimation of the value function.



(see Section 4). Implicit imitation has no mechanism to remove the unwantedin
uence of the mentor's model (con�dence estimates play no role here). What isneeded is the ability to identify when the key assumption justifying augmentedbackups|that the observer can duplicate every mentor action|is violated.In such heterogeneous settings, this issue can be resolved by the use of anexplicit action feasibility test: before an augmented backup is performed at s, theobserver tests whether the mentor's action am \di�ers" from each of its actions ats, given its current estimated models. If so, the augmented backup is suppressedand a standard Bellman backup is used to update the value function. By default,mentor actions are assumed to be feasible for the observer; however, once theobserver is reasonably con�dent that am is infeasible at state s, augmentedbackups are suppressed at s.Recall that action models are estimated from data with the learner's uncer-tainty about the true transition probabilities re
ected in a Dirichlet distribution.Comparing am with ao is e�ected by a di�erence of means test w.r.t. the cor-responding Dirichlets. This is complicated by the fact that Dirichlets are highlynon-normal for small sample counts. We deal with the non-normality by requir-ing a minimum number of samples and using robust Chebyshev bounds on thepooled variance of the distributions to be compared. When we have few sam-ples, we persist with augmented backups (embodying our default assumption ofhomogeneity). If the value estimate is in
ated by these backups, the agent willbe biased to obtain additional samples which will then allow the agent to per-form the required feasibility test. We deal with the multivariate complications byperforming the Bonferroni test [16] which has been shown to give good resultsin practice [17], is e�cient to compute, and is known to be robust to depen-dence between variables. A Bonferroni hypothesis test is obtained by conjoiningseveral single variable tests. Suppose the actions ao and am result in r possibleoutcomes, s1; � � � ; sr, at s (i.e., r transition probabilities to compare). For eachsi, hypothesis Ei denotes that ao and am have the same transition probabil-ity Pr(sijs), and �Ei the complementary hypothesis. The Bonferroni inequalitystates: Pr " r\i=1Ei# � 1� rXi=1 Pr � �Ei� :Thus we can test the joint hypothesis Tri=1Ei|the two action models are thesame|by testing each of the r complementary hypotheses �Ei|transition prob-ability for outcome i is the same| at con�dence level �=r. If we reject any ofthe complementary hypotheses we reject the notion that the two actions areequal with con�dence �. The mentor action am is deemed infeasible if for everyobserver action ao, the multivariate Bonferroni test, just described, rejects thehypothesis that the action is the same as the mentor's.The feasibility test is summarized in Table 2. The feasibility test tests whetherthe action demonstrated by mentor m in state s, is likely to be feasible for theobserving agent in state s. The parameters of the observer's own Dirichlet distri-butions are denoted no(s; a; t) which denotes the number of times the observerobserves itself making the transition from state s to state t when it executes



action a in state s. The parameters for the mentor action model are denotednm(s; t) which gives the number of times the observer observes the mentor mak-ing the transition from state s to state t. The di�erence of means is denoted ��and the test statistic z�.Table 2. Action Feasibility TestingFUNCTION feasible(m,s) : BooleanFOR each ai in Ao DOallSuccessorProbsSimilar = trueFOR each t in successors(s) DO�� = Pro(s; a; t) � Prm(s; t)z� = ��qno(s;a;t)�varo(s;a;t)+nm(s;t)varm(s;t)no(s;a;t)+nm(s;t)IF z� > z�=rallSuccessorProbsSimilar = falseEND FORIF allSuccessorProbsSimilar THEN return trueEND FORRETURN falseAction feasibility testing has some unintended e�ects. Suppose an observerhas previously constructed an estimated value function using augmented back-ups. Subsequently, the mentor's action am is judged to be infeasible at s. If theaugmented backup is suppressed, the value of V (s) and all of its preceding stateswill drop as value backups propagate the change through the state space. As aresult, the bias of the observer toward s will be eliminated. However, imitation ismotivated by the fact that the observer and mentor are similar is some respects.We might hope, therefore, that there exists a short path or a repair around theinfeasible transition. The observer's ability to \duplicate" am might take theform of local policy rather than a single action.To encourage the learner to explore the vicinity of an infeasible action, we willsometimes consider retaining the mentor's in
uence through augmented backupsand then use the notion of k-step repair to search for a local policy. Speci�cally,when am is discovered to be infeasible at state s, the learner undertakes a k-step reachability analysis (w.r.t. its current model Pro) to determine if it can\workaround" the infeasible action (i.e., �nd a k-step path from s to a point onthe mentor's nominal trajectory). If so, the learner knows that value will \
ow"around the infeasible transition and thereby maintain the existing explorationbias. In this case, the learner concludes that the state is already \repaired" andaugmented backups are suppressed. Otherwise, a random walk with expectedradius of k-steps is undertaken to explore the area. This allows the learner toimprove its model and discover potential repair paths. This walk is repeated atthe next n visits of s or until a repair path is found. If no repair is found after



n attempts, the agent concludes that the infeasible transition is irreparable andaugmented backups are suppressed permanently. Thus the mentor's in
uencepersists in guiding the learner toward s until it is deemed to be unnecessaryor misleading. The parameters k, and n must be tuned empirically, but can beestimated given knowledge of the connectivity of the domain and prior beliefsabout how similar (in terms of length of average repair) the trajectories of thementor and observer will be.4 Empirical Demonstrations
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ps Fig. 1. Utility of Feasibility TestingExperimental evaluation of the original implicit imitation mechanism can befound in [3]. Our �rst experiment in this paper illustrates the necessity of feasi-bility testing. Agents must navigate an obstacle-free, 10-by-10 grid-world fromupper-left corner to lower-right. We give a mentor with the \NEWS" action set(North, South, East and West movement actions) an optimal stationary policy.We study three learners, with the \Skew" action set (N, S, NE, SW) which areunable to duplicate the mentor exactly. The �rst learner imitates with feasibilitytesting, the second without feasibility testing, and the third control agent uses noimitation (i.e., is a standard RL-agent). Actions are perturbed 5% of the time.As in [3] the agents use model-based reinforcement learning with prioritizedsweeping [14]. We used k = 3 and n = 20.In Figure 1 the horizontal axis represents time and the vertical axis representsthe average reward per 1000 time steps (averaged over 10 runs). The imitationagent with feasibility testing converges quickly to the optimal rate. The agentwithout feasibility testing achieves sporadic success early on, but due to frequentattempts to duplicate infeasible actions it never converges to the optimal rate(stochastic actions permit it to achieve goals eventually). The control agentwithout guidance due to imitation demonstrates a delay in convergence relative



to the imitation agents, but converges to optimal rate in the long run. Thegradual slope of the control agent is due to the higher variance in the controlagent's discovery time for the optimal path. Thus, we see that imitation improvesconvergence, but feasibility testing is necessary when heterogeneous actions arepresent.We developed feasibility testing and k-step repair to deal with heterogeneousactions, but the same techniques can be applied to agents operating in statespace with di�erent connectivity (these are equivalent notions ultimately). Weconstructed a domain where all agents have the same NEWS action set; butwe introduce obstacles as shown in Figure 2, into the environment of the learn-ers. The obstacles cause the imitator's actions to have di�erent e�ects than thementor's.
S

X
0 500 1000 1500 2000 2500 3000 3500 4000 4500

0

5

10

15

20

25

30

35

40

45

50
Feas

Ctrl

NoFeas

FO Series

Simulation Steps

A
ve

ra
ge

 R
ew

ar
d 

pe
r 

10
00

 S
te

psFig. 2. Obstacle Map, Mentor's Path and Experiment ResultsIn Figure 2 we see that the imitator with feasibility testing performs best,the control agent converges eventually, and the agent without feasibility testingstalls. The optimal goal rate is higher in this scenario because the agents use thesame \e�cient" NEWS actions. We see local di�erences in connectivity are wellhandled by feasibility testing.In simple problems it is likely that a learner's exploration may form possiblerepair paths before feasibility testing cuts o� the guidance obtained frommentorobservations. In more di�cult problems (e.g., where the learner spends a lot oftime exploring), it may conclude that a mentor's action is infeasible long beforeit has constructed its own repair path. The imitator's performance would thendrop down to that of an unaugmented reinforcement learner.To illustrate the e�ectiveness of k-step repair, we devised a domain whereagents must cross a three-step wide \river" which runs vertically and exacts apenalty of -0.2 per step (see Figure 3). The goal state is worth +1.0. Withouta long exploration phase, agents generally discover the negative states of theriver and curtail exploration in this direction before actually making it across.If we examine the value function estimate (after 1000 steps) of an imitator withfeasibility testing but no repair capabilities, we see that, due to suppression
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uence. The agent without repair eventually decides the mentor's action is in-feasible, and thereafter avoids the river (and the possibility of �nding the goal).The imitator with repair also discovers the mentor's action to be infeasible, butdoes not immediately dispense with the mentor's guidance. It keeps exploring inthe area of the mentor's trajectory using random walk, all the while accumulat-ing a negative reward until it suddenly �nds a repair path and rapidly convergeson the optimal solution.5 The control agent discovers the goal only once in theten runs.5 ConclusionImplicit imitation makes use of the observer's own reward function and a modelaugmented by observations of a mentor to compute the actions an imitatorshould take without requiring that the observer duplicate the mentor's actionsexactly. We have seen that feasibility testing extends implicit imitation in aprincipled manner to deal with the situations where the homogeneous actionsassumption is invalid. Adding k-step repair preserves and extends the mentor'sguidance in the presence of infeasible actions, whether due to di�erences in actioncapabilities or local di�erences in state spaces. Our approach also relates to the5 While repair steps take place in an area of negative reward in this scenario, this neednot be the case. Repair doesn't imply short-term negative return.
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