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Abstract

Belief revision and belief update have been pro-
posed as two types of belief change serving differ-
ent purposes. Belief revision isintended to capture
changes of an agent’sbelief state reflecting new in-
formation about a static world. Belief update is
intended to capture changes of belief in response
to a changing world. We argue that both belief
revision and belief update are too restrictive; rou-
tine belief change involves elements of both. We
present a model for generalized update that allows
updates in response to external changes to inform
the agent about its prior beliefs. This model of
update combines aspects of revision and update,
providing amore realistic characterization of belief
change. We show that, under certain assumptions,
the original update postul ates are satisfied. We also
demonstrate that plain revision and plain update
are specia cases of our moddl, in a way that for-
mally verifies the intuition that revision is suitable
for “static” belief change.

1 Introduction

An underlying premise in much work addressing the design
of intelligent agents or programs is that such agents should
hold beliefs about the true state of theworld. Typically, these
beliefs are incomplete, for there is much an agent will not
know about its environment. In realistic settings one must
also expect an agent’s beliefs to be incorrect from time to
time. If an agent isin a position to make observations and
detect such errors, amechanism isrequired whereby the agent
can change its beliefsto incorporate new information.
Theories of belief change have received considerable at-
tention in recent years in the Al community. One crucial
digtinction that has come to light in thiswork is that between
belief revision and belief update. The distinction can be best
understood as one pertai ning to the source of incorrect beliefs.
On the one hand, an agent’s beliefs about the world may sim-
ply be mistaken or incomplete, for instance, in the case where
it adopts some default belief. If an agent observes that this
belief is mistaken, it must take steps to correct the miscon-
ception. Such a process is know as belief revision, of which
the theory of Alchourron, Gardenfors and Makinson (1985;
1988) is the best-known characterization. On the other hand,

an agent’sbeliefs, whilecorrect at onetime, may have become
inaccurate due to changes in the world. As events occur and
other agents act, certain facts become true and others false.
An agent observing such processes or their results must take
steps to ensure its state of belief reflects these changes. This
process is known as belief update, as proposed by Winglett
(1988) and Katsuno and Mendelzon (1991).

In this paper, we describe a semantic model for belief
change that generalizes belief update to incorporate aspects
of belief revision. The aim of this modd is twofold: (a) to
provideaunifying semantics for both revision and update that
highlights the orthogonal roles both have to play in routine
belief change; and (b) to provide a more compelling account
of belief update to deal with observations of changes in the
world that provide information about the prior world state.

There have been attemptsto provide general semantics for
belief change operators (e.g., (Friedman and Hal pern 1994));
but often these model sare such that under certain assumptions
the change is arevision and under othersit is an update. We
argue that routine belief change should involve both update
and revision, and develop a model that incorporates aspects
of both; but we show that revision and update, as currently
conceived, are specia cases of our genera operator.

Theresult of thisunionisamore robust and realistic notion
of update in which observations of change can inform and
agent’s prior beliefs and expectations. Such observationsare
pervasive; consider thefollowingexample. A warehouse con-
trol agent believesit is snowing on Route 1 after yesterday’s
weather forecast, and expectsthearrival of anumber of trucks
to be delayed. Now suppose a certain truck arrives, causing
the agent to update its beliefs; furthermore, contrary to its
expectations, the truck arrives on time. There are two possi-
ble explanations. either the truck was able to speed through
the snow or it did not snow after al. If the latter explana-
tion is more plausible, current update theories cannot arrive
at the desired update in anatural way. The observation of the
changeintheworld’ sstate (arrival of thetruck) indicatesthat
the agent’s prior beliefs (e.g., that it is snowing) were wrong.
The update should not simply involve changes that reflect the
evolution of the world, but should place these changes in the
context of the corrected or revised prior beliefs. The agent
should revise its beliefs to capture the fact that it is did not
snow and adjust its expectations regarding the arrival of other
trucks accordingly. Routine belief changes often involve as-
pects of revision (correcting or augmenting one' s beliefs) and
update (allowing beliefs about the world to “evolve’).
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The genera model we present to capture such considera
tionstakes asastarting point thenotion of ranked or structured
belief sets. By ranking situationsaccording to their degree of
plausibility, we obtain a natural way of ng degrees of
belief and a very natural semantics for belief revision. Such
model s have been used extensively for revision (Grove 1988;
Gérdenfors 1988; Boutilier 1994c). To thiswe add the notion
of atransition or evolution from one world state to another.
As proposed by Katsuno and Mendelzon (KM), updates re-
flect changes in the world, and transitions can be used to
model such changes. However, in contrast to the KM model
and following our earlier work (Boutilier 19944), we assume
that therelative plausibility of transitions(and hence possible
updates) is not something that is judged directly; rather we
assume that events or actions providethe impetusfor change.
The plausibility of atransitionis a function of: (a) the plau-
sihility of possible causing events; and (b) the likelihood of
that event having the specified outcome. In thisway, we can
model events or actions that have defeasible effects (which
can be judged as more or lesslikely).

Finally, in response to an observation, an agent attemptsto
explaintheobservation by postul ating conditionsunder which
that observation is expected. An explanation consists of three
components: aninitial condition, an event (or action), and an
outcome of that event. The key aspect of our model is the
ranking of such explanations— an explanationismore or less
plausible depending on the plausibility of theinitia condition,
the plausibility of the event given that starting point, and the
plausibility of the event’s outcome. The belief change that
results provides the essence of the generalized update (GU)
operator: an agent believes the consequences of the most
plausible explanations of the observation.

Unlike other theories of update, our model alows an agent
to trade off the likelihood of possible events, outcomes and
prior beliefs in coming up with plausible explanations of
an observation. Of course, by alowing prior beliefs to be
“changed” during update, we are essentially folding belief re-
vision into the update process (as we elaborate below). We
thus generalize the KM update model to work on structured
(rather than flat) belief sets. Furthermore, the information
required to generate such explanationsis very natural.

In Section 2 we present the AGM theory of revision and the
KM theory of update, emphasizing the semantic models that
have been proposed and adopting the qualitative probabilistic
model of (1987; 1992). In Section 3 we present our model
of generalized update, with an emphasis on semantics, and
contrast it with the “flat” KM model. We describe two exam-
plesto illustrate the key features of the model. In Section 4
we describe the formal relationship between revision, update
and GU. We show that under certain assumptions GU satisfies
the KM postulates. In addition we show that both “flat” KM
update and AGM revision are specia cases of GU. In partic-
ular, the connection formally verifies the intuition that AGM
revisionisdueto changesin belief about a static world, while
update reflects belief change about an evolving world.

2 Classical Belief Revison and Belief Update

Throughout, we assume that an agent has adeductively closed
belief set K, aset of sentences drawn from some logical lan-
guage reflecting the agent’s beliefs about the current state
of the world. For ease of presentation, we assume a logi-

caly finite, classica propositional language, denoted Lcp,
and consequence operation Cn. The belief set K will of-
ten be generated by some finite knowledge base KB (i.e,
K = Cn(KB)). The identically true and false propositions
are denoted T and L, respectively. Given a set of possible
worlds(or vauationsover Lep ) W and A € Lep, wedenote
by ||4|| the set of A-worlds, the elements of 1V satisfying A.
Theworldssatisfying all sentencesinaset i’ isdenoted || K

2.1 Bdief Revision

Given a belief set K, an agent will often obtain information
A not present in K. In this case, K must be revised to
incorporate A. If A is consistent with K, one expects A
to simply be added to K: we cal Kf = Cn(K U {A})
the expansion of K by A. More problematic isthe case when
K —A; certain beliefsmust begiven up before A isadopted.
The AGM theory provides a set of guidelines, in the form of
the following postul ates, governing this process. We use K
to denote therevision of K by A.

(R1) K7 isabelief st (i.e. deductively closed).
(R2) A€ K3.

(R3) K3 C K.

(R4) If =A ¢ K then K C K7,.

(R5) K% = Cn(L)iff = —A.

(R6) If = A= BthenK* = K3,.

(R7) K3,p C (K3)

(R8) If =B ¢ K then (K3)f C K7, p.

Unfortunately, whilethe postul ates constrain possiblerevi-
sions, they do not dictate the precise beliefsthat should be re-
tracted when A isobserved. An alternativemodel of revision,
based on the notion of epistemic entrenchment (Gardenfors
1988), has a more congtructive nature. Given a belief set
K, we can characterize therevision of K by ordering beliefs
according to our willingness to give them up. If one of two
beliefs must be retracted in order to accommodate some new
fact, theless entrenched belief will be relinquished, whilethe
more entrenched persists.

Semantically, an entrenchment relation (hence a revision
function) can bemodel ed using an ordering on possibleworlds
reflecting their relative plausibility (Grove 1988; Boutilier
1994c). However, rather than use a quditative ranking re-
lation, we adopt the presentation of (Spohn 1987; Gold-
szmidt and Pearl 1992) and rank &l possible worlds using
a x-ranking. Such aranking « : W — IN assigns to each
world anatural number reflecting its plausibility or degree of
believability. If «(w) < «(v) then w is more plausible than
v or “more consistent” with the agent’sbeliefs. We insist that
x~10) # 0, so that maximally plausibleworlds are assigned
rank 0. These maximally plausible worlds are exactly those
consistent with the agent’s beliefs; that is, the epistemically
possibleworldsaccordingto K arethosedeemed most plausi-
blein « (see (Spohn 1987) for further details). We sometimes
assume « is a partial function, and loosaly write x(w) = oo
to mean x(w) isnot defined (i.e., w isnot in the domain of &,
orisimpossible).

Rather than modeling an agent’s epistemic state with a
“flat” unstructured belief set K, we usea x-rankingto capture
objectivebeliefs K aswell as entrenchment information that
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determines how an agent will revise K. An epistemic state
induces the (objective) belief set

K= {A € LepL © Kj_l(O) - ||A||}

Theranking « aso inducesarevision function: toreviseby A
an agent adoptsthe most plausible A-worlds as epistemically
possible. Thus, using min( A4, ) to denote this set, we have

K% = {B € LepL - min(A, x) C || B||}

If ||A|| NnNwW = @,Weset min(A, K?) = () and [{Z = LcpL (the
inconsistent belief set). It is normally assumed that || A]| N
W + ( for every satisfiable A — thus every proposition is
accorded some degree of plausibility. It is well-known that
this type of mode induces the class of revision functions
sanctioned by the AGM postulates (Grove 1988; Boutilier
1994c; Goldszmidt and Pearl 1992).

Theranking function « can naturally beinterpreted as char-
acterizing the degree to which an agent is willing to accept
certain aternative states of affairs as epistemically possible.
Assuchit seemsto beappropriatefor modeling changesinbe-
lief about an unchanging world. The most plausible A-worlds
in our assessment of the current state of affairs are adopted
when A isobserved.

Asan example, consider the ranking shown in Figure 1(a),
which reflects the epistemic state of someone who believes
her book and glasses are onthe patio. If she weretolearn that
in fact her book isinside, she would also believe her glasses
are inside, for the most plausible Inside( B)-world (x = 1)
dso sdatisfies Inside((7):  she strongly believes she left her
book and glasses in the same place.

2.2 Bdief Update

Katsuno and Mendelzon (1991) have proposed agenera char-
acterization of belief update that seems appropriate when an
agent wishes to change its beliefs to reflect changes in, or
evolution of, the world. The KM theory is aso captured by
a set of postulates and an equivaent semantic moddl. We
describe update in terms of a knowledge base KB rather than
adeductively closed belief set K.

If some new fact A is observed in response to some (un-
specified) change in the world (i.e., some action or event
occurrence), then theformulaKB ¢ A denotes the new belief
set incorporating this change. The KM postul ates governing
admissible update operators are:

(Ul KBoAE A
(U2) If KB E A then KB« A isequivaent to KB
(U3) If KB and A are satisfiable, then KB o A issatisfiable
(U4 If E A= B,KB; = KB, thenKB; ¢ A = KBy ¢ B
(U5) (KBo A)A B E=KBo(AAB)
(U6) If KBo A = BandKBo B = AthenKBo A = KBo B
(U7) If KB is complete then (KB ¢ A) A (KBo B) = KBo
(AV B)

(U8) (KB1 VvV KBz)o A= (KBroA)V (KByo A)

The equivalent semantic model of KM sheds more light
on the intuitions underlying update. ||KB|| represents the

We refer to (Boutilier 1994c; Friedman and Halpern 1994) for
a discussion of languages with which one can express properties of
belief sets and revision functions.

set of possibilities we are prepared to accept as the actual
state of affairs. Since observation A is the result of some
change in the actual world, we ought to consider, for each
possibility w € [|KB||, the most plausible way (or ways)
in which w might have changed in order to make A true.
To capture this intuition, Katsuno and Mendelzon propose
afamily of preorders {<,,: w € W}, where each <,, isa
reflexive, transitive relation over W. We interpret each such
relation asfollows: if u <,, v thenu isat least as plausible a
changerdativeto w asiswv. Findly, afaithfulness condition
isimposed: for every world w, the preorder <,, hasw as a
minimum element; that is, w <, v for al v # w. Naturaly,
the most plausible candidate changesin w that resultin A are
those worlds v satisfying A that are minimal in the relation
<4 . Theset of such minima A-worldsfor each relation <,,,,
and each w € ||KBJ|, intuitively capture the situations we
ought to accept as possible when updating KB with A. In
other words,

IKBo Al = [ J {min(4,<.))

we| KB

where min( A, <,,) is the set of minimal elements in || A|]
(wrt. <u).

If the orderings <,, are total preorders (so that al ele-
ments are comparable), then update operators are charac-
terized by (U1)—(U9) (see (Katsuno and Mendelzon 1991,
Boutilier 1994a)):

(U9) If KBiscomplete, (KBo A) £ =B and (KBo A) = C
then(KBo (A A B)) EC

Weassumefor themost part that we are dealing with such total
update operators (but we discuss this further in Section 4). It
should be clear how this (total) model can be recast in terms
of k-rankings. we simply associate a ranking «,, with each
world w (such that x;1(0) = {w}) and use min(4, x,,) to
update by A.

Asaconcrete exampl e, supposethat someone observesthat
thegrassin front of her houseiswet. Prior to the observation
shebelieved that sheleft her book outsideon the patio and that
thegrassand book weredry (seeKBin Figure 1(b)). Asshown
inthefigure, the most plausible evolution of the epistemically
possibleworld w, given thewet grass, isv; hence shebelieves
her book got wet too. This may be due to the fact that the
most likely cause of wet grass is rain, which dampens things
on the patio as well. A less plausible transition (world u) is
caused by the sprinkler being activated. However, had she
observed dryB in addition to wetG, she would have accepted
this explanation (and its consequences, such as her glasses
being dry if they are with her book).

3 Generalized Update

Onedifficulty withthe KM theory of updateisthat it does not
allow an observation to force revision of an agent’s beliefs
about the state of the world prior to the observation. Thisis
acrucia drawback, for even though one may not care about
outdated beliefsdirectly, informati on gained about one' sprior
state of belief caninfluence updated beliefs. Even simpletasks
such as modeling information gathering actions are beyond
the scope of KM update. Consider, for example, Moore's
(1985) litmustest: the contents of a beaker are unknown and
one dips litmus paper into it to determineif it isan acid or a
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Figure1: (a) A Revision Model and (b) An Update Model

base. The prior state of belief consists of two possible worlds
(acid and base) and the color of the paper after the test action
should rule out one of the possibilities. Unfortunately, the
KM theory does not allow this to take place; the semantics
of update requires that both prior possibilities be updated to
reflect the observed color (e.g., blue). Oneisforced to accept
that, if the contents were acidic (in which case it should turn
red), some extraordinary change occurred (the test failed, the
contents of the beaker were switched, etc.).?

We can relax the KM update modd to alow certain KB-
worlds to be ruled out if the observation is not reachable
through any reasonable transition from that world. But we
must go further. It may be that an observation “conflicts’
with all KB-worlds. To continue the example, imagine the
contents of the beaker are not unknown, but are believed to
be acidic. If thetest result is blue the agent should revise its
beliefs about the contents of the beaker. In order to do this,
we must extend the model of update to deal with structured
or ranked belief sets so that we have some guidance for the
revision of our beliefs. In general, belief change will involve
certain aspects of both revision and update.

Rather than generalizing the KM update semantics directly,
we adopt the approach of (Boutilier 1994a), where we argued
that evolutions or changes in the world should not be ranked
directly. We suppose that events or actions provide the im-
petus for change, and the plausibility of a given evolutionis
determined by the plausibility of the event that caused the
change. The motivation for this approach is that users can
often more readily assess the relative plausibility of an event
(inagiven context) and the effects of that event, as opposed to
directly assessing the plausibility of an evolution. We extend
thisidea further by supposing that events are nondeterminis-
tic and that their possible outcomes can also be ranked. For
example, an attempt to pick up a block will likely result in
a world where the block is held, but occasionally will fail,
leaving the agent empty-handed.

We assume a set of events £/. An event maps each world
into a partia «-ranking over worlds, e : W — (W — N).
We use «,, . to denote theranking e(w). Intuitively, k., .(v)
describes the plausibility that world v results when event e
occurs at world w. We say v is a possible outcome of ¢ at
w iff &y (v) is defined; thus . . only ranks the possible
outcomes of e. We call thisevolution of w into v atransition,

2Note that one cannot escapethe dilemma by supposing there is
no such transition, for postulate (U3) ensures that updating acid by
blueis consistent (Boutilier 19944).

whichwewritew — v. Weoccasionally assumetheexistence
of the null event n, such that &, »(w) = 0and k., ,(v) = o0
if w # v. The null event ensures (with certainty) that the
world does not change.

Since an agent making an observation will often not know
a priori what event caused an observation, we assume that
each world has associated with it an event ordering p(w) that
describes the plausibility of various event occurrences at that
world. Formally, p : W — (E — N); wewritex,, to denote
theranking p(w). Intuitively, ,, (¢) captures the plausibility
of the occurrence of event e at world w. Again, we assume
Ky isapartia function over F, with k., (e) = oo taken to
mean that e cannot occur at w.

We now describe generalized update.

Def. A generalized update model has the form M
(W, k, E, ), where W isaset of worlds, « isax-ranking
over W (theagent’s epistemic state), £ isaset of events
(mappings «., . over V), and u is an event ordering (a
set of mappings ., over ). We assume that K isthe
belief set induced by «.

In summary, an agent must have information about the nature
of theworld (), what islikely to happen or not (i), and the
effects of those occurrences (£). Such models contain thein-
formation necessary to update /& inresponseto an observation
A; we denote the resulting belief set K.

To begin, we supposethat one*tick of theclock” haspassed
and that the agent must update its ranking « to reflect the
possible occurrence of certain events, without the benefit of
observation. Intuitively,theposterior plausibility of aworld v
dependsontheplausibility of thetransitionsthat lead to v. The
plausibility of atransitionw - v depends on the plausibility
of w, the likelihood that e occurred, and the likelihood of
outcome v given w, e. In other words:®

K(w 5 V) = Ky e(V) + Kkuwl(e) + w(w)
With thisin hand, an updated ranking «® can be given by
k() {Fw,e(v) + Ku(e) + r(w)}

= min
weW eeFE

This epistemic state essentially captures the notion that the
world has evolved one “step” but that the agent has no in-
formation about the nature of this transition (other than that

3We note that this formula is the qualitative analog of the prob-
abilistic equation Pr(w = v) = Pr(v|w,e) - Pr(e|w) - Pr(w). We
refer to (Spohn 1987; Goldszmidt and Pearl 1992) for details onthe
relationship between qualitative and quantitative probabilities.
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contained in the model ). We note that the agent’s actua
beliefsare determined by the minimal worldsin «x° (i.e., those
v such that k°(v) = 0).

Aswith KM update, updates usually occur in response to
some observation, with the assumption that something oc-
curred to cause this observation. After observing A an agent
should adjust its beliefs by considering that only the most
plausible transitionsleading to A actually occurred. The set
of possible A-transitionsis:

TrA)={w>v:vEA ad s(w = v) £ oo}

The most plausible A-transitions, denoted min(Tr(A)), are
those possible A-transitions with the minimal x-ranking.
Giventhat A has actually been observed, an agent should as-
sume that one of these transitions describes the actual course
of events. Theworldsjudged to be epistemically possible are
those that result from these most plausibletransition:

result(A) = {v 1w = v € min(Tr(A))}

Def. Let K bethebelief set determined by update model A1
The generalized updateof K by A (w.rt ) is

K§ ={B:result(4) C ||B||}

In other words, an agent updating by observation A believes
what is true at the states that result from the most plausible
A-trangitions. We also have the following:

Prop. 1 result(4) = min(4, x°); or (equiv) K¢ = {B :
min(A, °) C ||BII}

This conforms to our intuitions about the updating process:
the direct update of K’ by A, K, determines the same belief
set asthe process of first updating one’s entire epistemic state
 to get x°, and then performing belief revision of «x° by the
observation A. Loosdly, we might say (K°)% = K§.

This notion of update naturally gives rise to the notion of
an explanation for observation A. We can view updating by
A as a process of postulating the most likely explanations
for A and adopting the consequences of these explanations
as our new beliefs. Unlike update of unstructured belief sets,
explanations must consider (and trade-off) plausible initial
conditions, events and event outcomes that lead to A. An
explanation for A (given modd M) is any triple (w, e, v)
such that w = v € Tr(A) (which implies k(w = v) <
o0). Thus it is possible that e occurred a w, leading to
v and resulting in A. The most plausible explanations for
A are those explanations with minima x-ranking. If A is
explainable (i.e, if the set of explanations is not empty),
then the most plausible explanations correspond to the most
plausible A-transitions. thus GU can be interpreted as an
abductive process. Note, however, that Proposition 1 means
we not generate explanations explicitly.

Before considering the formal properties of thismodel, we
illustrateits nature with two examples. To keep the treatment
simple, in thefirst example we use only deterministic events,
while in the second we assume only one possible event.

Figure 2(a) illustratesthe prior belief state of an agent who
believes her book is on the patio (P) and that both the grass
and her book are dry. However, if her book is not on the
patio, she believes she hasleftitinside(x(7n) = 1). We omit
other less plausibleworlds. We assume three events: it might
rain, the sprinkler might be turned on, or nothing happens

(the null event). She judges ., (null) = 0O, ky(rain) =
1 and &y (sprinkler) = 2, so rain is more plausible than
sprinkler (we assume a “globa” ordering, suitable for all
w). The outcomes of these events are deterministic — in
particular, both rain and the sprinkler will make the grass
wet, but the book will only get wet if it rains and it is on
the patio. Now, if wet grass is observed, our agent will
update her beliefs to accept wetG. A consequence of thisis
that she will now believe her book is wet: the most likely
explanation issimply that it rained. If wetG A dryB are both
observed (for instance, if sheistoldthebook issafe), thereare
two most plausibleposterior worl ds satisfying the observation
(i.e, k(wetG A dryB) = 2). Thiscorrespondsto the existence
of two plausible explanations: either the book is on the patio
(v = 0) and the sprinkler turned on (x = 2); or the book is
inside (v« = 1) and it rained (x = 1). The result isthat the
agent is no longer sure where the book is. If we had instead
set x(sprinkler) = 3, observing wetG A dryB would have
caused the agent to believe that the book had been inside al
along. The sprinkler explanation for the dry book becomes
less plausible than having left the book inside. We see then
that observing certain changesin theworld can cause an agent
to revise its beliefs about previous states of affairs. These
revisions can impact on subsequent predictions and behavior
(e.g., if the book isinside then so are her glasses).*

A second example is shown in Figure 2(b). We assume
only one possible event (or action), that of dipping litmus
paper in a besker. The beaker is believed to contain either
an acid or a base (v = 0); little plausibility (v = r) isac-
corded the possibility that it contains some other substance
(say, kryptonite). The expected outcome of thetest is a color
change of the litmus paper: it changes from yellow to red if
the substance is an acid, to blueif it is a base, and to green
if it is kryptonite. However, the litmus test can fail some
small percentage of the time, in which case the paper aso
turns green. This outcome is also accorded little plausibility
(k = g¢). If the paper is dipped, and red is observed, the
agent will adopt the new bdlief acid. Unlike KM update,
generalized update permits observations to rule out possible
transitions, or previously epistemically possible worlds. As
such, it is an appropriate model for revision and expansion
of beliefs due to information-gathering actions. If an out-
come of green presents two competing explanations: either
thetest failed (the substanceisan acid or abase) or the beaker
contains kryptonite. The most plausible explanation and the
updated belief state depend on the relative magnitudes of ¢
and r. The figure suggeststhat ¢ < r, so the atest failureis
most plausible and the belief acid v base isretained. If test
failluresaremorerare (r < g¢), then thisoutcome would cause
the agent to believe the beaker held kryptonite.

4 Relationship to Revison and Update

The analysis of the update postulates is similar to that pre-
sented in (Boutilier 1994a). There we described a model of
update that used plausible events to explain the occurrence of
observations, giving rise to an update operator. Only under

4The world In-DryB-WetG at « = 3 is shown for illustration.
Technically, that world has rank 1 since it occurs below, and the
explanation* sprinkler and book inside” will never be adopted, unless
further propositions and observations can distinguish thetwo worlds.
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Figure 2: Generalized Update with Multiple (a) Events and (b) Outcomes

certain assumptions does this operator satisfy the KM postu-
lates, and we argued that these assumptions are not aways
appropriate. The key difference here is that the abductive
approach has been generalized to alow ranked outcomes of
events, and more importantly, ranked belief structures. Sur-
prisingly, this has little bearing on the update postul ates: the
same assumptionsarerequired. We describethese briefly, and
refer to (Boutilier 19944) for further discussion. Wefirst note
that our model satisfies a number of the KM postul ates.

Prop. 2 If ¢ isthe GU operator induced by some GU model
then ¢ satisfies postulates (U1), (U4), (U6), (U7) and (U9).

One key difference between the GU model and the KM
mode isreflected in (U2), which assertsthat KBo A isequiv-
alent to KB whenever KB entails A. This cannot be the case
in genera, for even if KB = A, the most plausible event oc-
currence may be something that changes another proposition
while leaving A true. Observing A may simply mean that
the change proceeded as expected. (U2) is appropriate only
if we are willing to assume persistence of propositions, that
changes (are believed to) occur only if evidence for them is
observed. While appropriate in some settings, thisis not a
universal principle suitable for belief change. Nevertheless,
we can model it by assuming centered update models:

Def. AGUmode M = (W, &, E, u) iscenteredif E contains
thenull event » and k;1(0) = {n} foral w € W.

Prop. 3 If ¢isinduced by a centered GU model then ¢ satisfies
(U2).

The second key differenceisreflected inthefailure of (U3)
(both (U5) and (U8) fail for related reasons), which asserts
that KBo A issatisfiableif A is. Inour model, thiscorresponds
to every A being explainable no matter what beliefs are held.
GU modelsneed not satisfy (U3). Consider the case where no
event can result in an A-world (i.e, where Tr(4) = 0): the
observation of A isthen unexplainable, and K’ = Lcpi, the
inconsistent belief set. To prevent this, we can simply insist
that every satisfiable sentence A is explainable.

Def. A GU modd (W, x, E, 1) is complete iff for any satis-

fiable A € Lcp,, thereare w,v € W, e € F such that
r(w) < 00, ky(e) < 00, Ky (V) <coandv | A.

Prop. 4 If ¢ isinduced by a complete GU model then ¢ satis-
fies (U3), (U5) and (U8).

In (Boutilier 1994a) we criticized (U3) as inappropriate for
theupdate of flat belief sets. For example, if our beliefs corre-
sponded to asingleworld where acid isbelieved, (U3) forces
the observation of blue to behave quite poorly (as described
above). However, such a maxim is much more reasonable in
generalized update. It doesnot forceoneto proposewildly im-
plausible transitions from prior epistemically possible states;
instead one can revise one's beliefs to account for the obser-
vation. In thiscase, we simply give up the belief acid.

There are a number of systematic ways in which one can
enforce the condition of completeness such as requiring the
existence of “miraculous’ events that can cause anything
(Boutilier 19944). In our setting, one quite reasonable condi-
tionwe might imposeisthat all worldshave some plausibility
(i.e, x isatota function on 1) and that the null event is
possible (not necessarily plausible) at each of those. Thefirst
requirement is usually assumed of epistemic states, and the
second simply ensures that all worlds persist with some de-
gree of plausibility. Thus while explanations of A may be
implausiblethey will not beimpossible.

Finally, putting Propositions 3 and 4 together we have:

Thm.5 If ¢ isinduced by a complete, centered GU model
then ¢ satisfies (U1)—(U9).

We note that the converse of this theorem and the preceding
propositionsis easy to verify, though not especialy interest-
ing. Primarily, we are interested in determining the nature
of belief change given information about beliefs, events and
event orderings, rather than the construction of models that
corroborate arbitrary operators satisfying the postulates. We
also note that our characterization theorem includes (U9) be-
cause of our use of x-rankings, which totally order events
and worlds. One of the main reasons for using such rank-
ingsisthat they alow the scales of plausibility used to rank
worlds, events and outcomes to be compared and added. In
general, theuse of qualitativeranking rel ationsdoes not admit
thisflexibility unlessoneiswillingto postulatea“metric” by
which a combination of preorders can be compared. Thisis
not a difficult task, but is somewhat more cumbersome than
the approach provided here. Equivaent results should be
obtainable in the more general setting however.

There are two special cases of GU that are worth men-
tioning in passing. First, we note that “plain” KM update
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of unstructured belief setsis easily captured in our model by
the simple restriction of « to rank worlds only as plausible
(v = 0) or impossible (x = ~). Second, reasoning about
agent-controlled action (and observations) isalso possible, as
indicated in the litmus example. To do so, we simply view
an agent’s actions as events. we associate with each action
a ak-ranking ko that ranks outcomes of action « at world
w. Wetake the key difference between actions and events (at
least, as far as belief change is concerned) to be that actions
are within the agent’s control so that it has direct knowledge
of their occurrence. As such, actions need not be ranked ac-
cording to their plausibility of occurrence, nor do they need
to be postul ated as part of an explanation. Observations can
only be explained by supposing the action had a particular
(perhaps unexpected) outcome, or by revising beliefs about
theinitial conditions, or both.®

We wrap up by considering how AGM belief revision can
be modeled in our framework. The common folklore states
that belief revision is a form of belief change suitable when
theworld is static or unchanging. To verify thisintuition, we
propose static update models.

Def. Anupdatemodel M = (W, k, F, ) isdtaticif £ = {n}
where n isthe null event .8

Thm. 6 If ¢ isinduced by a static GU model then ¢ satisfies
(RD—~RS).

Static event model s have asthe only possibletransitionsthose

of theformw = w with plausibility «(w). Thus, theinformal
intuition about belief revision (and the AGM model) can be
verified formaly: AGM revision is a particular form of GU
suitablefor a“static” system. (The converse of Theorem 6is
easily verified.)

5 Concluding Remarks

We have provided a modd for generalized belief update that
extends both the classical update and revision models, com-
biningthecrucia aspects of both, and retaining both as special
cases. Themainfeature of GU isitsins stence one beallowed
to both revise and update on€’s beliefs about the world in re-
sponse to an observation.

Inthispaper, wehavefocussed exclusively onthesemantics
of generaized update. Appropriate representation languages
for the concise expression of events (with defeasible effects),
defeasible beliefs and other aspects of the model must still
be developed. However, the many components of such lan-
guages are adready in place, based primarily on conditional
and dynamic logics, and other action languages.

One issue that has remained unexplored to a large extent
isthat of revising beliefs about system dynamics (event and
outcome plausibilities). The GU model supposes that events
and outcomes are specified independently of an agent’sbeliefs
and are dtatic. In general, however, one might expect an
agent to have beliefs about these entities which are subject
to revision. While not inconsistent with our model, a more
elaborate treatment requires alanguage in which (defeasible)
beliefs about events, outcomes, and so on can be expressed.

SConcurrent events and actions require special attention, how-
ever, and are beyond the scope of this paper.
SAs above we assume « is atotal function on W.

Another crucia issue is that iterated updates that arise
with sequences of events and observations; this introduces
several complications. One is how to revise an epistemic
dtate « (rather than a belief set K) in response to an obser-
vation; several proposals exist for iterated revision (Spohn
1987; Boutilier 1994b; Williams 1994) but their applicability
to this problem remains to be verified. A related problemis
that the plausibility of a sequence of transitions need not be a
function of the individual transitions; as discussed in (Fried-
man and Halpern 1994), more sophisticated update criteria
are required, including judging the plausibility of sequences
of transitions as awhole. If such a genera semantic picture
isfitted with a language with which to reason about events,
we should be able to recast the GU model as a form of be-
lief revision about such “histories.” Thus, the general view
of explanation as aform of belief revision (Gardenfors 1988;
Boutilier and Becher 1994) can be extended to theexplanation
of observationsin dynamic systems.
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