Partial Derivatives Review

CSC311

September 18, 2020

~~~~~
TN
ST

UNIVERSITY OF

? TORONTO



Single-Variable Differentiation

Scalar derivative notation with

Rule f(x) S Example

Constant C 0 %99 =0

Power Rule X" nx" ! 4xd = 3x7

Sum Rule f+g ‘j—{ + jﬁf %(.1'2 +3x) =2x+3
Difference Rule f—g ‘j—{ — Zf %(.\'2 —3x)=2x-3
Product Rule fg 52 :ﬁ’ ‘J( 2 %xz.x = x* + x2x = 3x?
Chain Rule flg(x)) ‘!fm" %, let u = g(x) %ln(rz) = %_l\' = %
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Partial Derivatives

= Multivariate functions have more than one variable:
e.g. f(xq,xy,x3) = ayxqy + a,x, +azxs + b

= Partial derivatives: derivative of one variable with all
others fixed:

[f (x1, %2, x3)] = a4

0
axl
0
0_962 [f(xll X2, X3 )] = d

6_x3 |f (x1,x2,x3)] = a3




Partial Derivatives

= More Examples:

g(xy, x2) = x1x%

d
Ix. [g(xq, x2)] = x5
d
0_x2 g (x1, x2)] = 2x1x,
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Gradient

= Gradient: is a vector containing partial derivative i in
position i.

. a ( ) yreny Tl)
= ].e. [Vf(xl; xz, ---»xn)] i— d xlax;l. -

_ af -
dx,
of
= Equivalently, VI (xq, x5, .., Xy) = |0x,

9f
L0X, -




Gradient

= Examples:
f(x{,x9,x3) =ayx; +ax, +aszxs;+b

a
Vf(x1,%2,x3) = laZ]
as

g(xy, x2) = x1x§

Vg (x]_, X2 ) —




Hessian Matrix

= We can define the second derivative of a function f,
which is generally referred to as the Hessian of f. It is a
matrix and its i-th, j-th entry is given by:

2
[V (x1, %2, ey X)) 1= 07f (1, X, ..., Xn)

0x;0x;
i azf aZf -
0x10x4 dx10%,,
= Equivalently, H =| . E
azf aZf
L 0x,0X1 9x, 0%,




Hesslian Matrix

= Example: find the gradient and hessian of:
f(xq,x,) = x% + 2x%5 — xyx, — 3x; — 9x, + 3

= Answer:
2X1 — X — 3
VX, x2) = 4x;—xi—9
H = 2 —1]




