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Single-Variable Differentiation



Partial Derivatives

§ Multivariate functions have more than one variable:

e.g. 𝑓 𝑥#, 𝑥%, 𝑥& = 𝑎#𝑥# + 𝑎%𝑥% + 𝑎&𝑥& + 𝑏

§ Partial derivatives: derivative of one variable with all 
others fixed:
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Partial Derivatives

§ More Examples:

g 𝑥#, 𝑥% = 𝑥#𝑥%%
𝜕
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Gradient

§ Gradient: is a vector containing partial derivative 𝑖 in 
position 𝑖.

§ i.e. [∇𝑓 𝑥#, 𝑥%, … , 𝑥2 ] 4=
56 78,79,…,7:

57;

§ Equivalently, ∇𝑓 𝑥#, 𝑥%, … , 𝑥2 =

56
578
56
579
⋮
56
57:



Gradient

§ Examples:
𝑓 𝑥#, 𝑥%, 𝑥& = 𝑎#𝑥# + 𝑎%𝑥% + 𝑎&𝑥& + 𝑏

∇𝑓 𝑥#, 𝑥%, 𝑥& =
𝑎#
𝑎%
𝑎&

g 𝑥#, 𝑥% = 𝑥#𝑥%%

∇𝑔 𝑥#, 𝑥% = 𝑥%%
2𝑥#𝑥%



Hessian Matrix

§ We can define the second derivative of a function 𝑓, 
which is generally referred to as the Hessian of 𝑓. It is a 
matrix and its 𝑖-th, 𝑗-th entry is given by: 

[∇𝑓 𝑥#, 𝑥%, … , 𝑥2 ] 4>=
𝜕%𝑓 𝑥#, 𝑥%, … , 𝑥2

𝜕𝑥4𝜕𝑥>

§ Equivalently, 𝐻 =

596
578578

⋯ 596
57857:

⋮ ⋱ ⋮
596

57:578
⋯ 596

57:57:



Hessian Matrix

§ Example: find the gradient and hessian of:
𝑓 𝑥#, 𝑥% = 𝑥#% + 2𝑥%% − 𝑥#𝑥% − 3𝑥# − 9𝑥% + 3

§ Answer:
∇𝑓 𝑥#, 𝑥% = 2𝑥# − 𝑥% − 3

4𝑥% − 𝑥# − 9

𝐻 = 2 −1
−1 4


