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Midterm Review

§ For midterm review, we will go over:

• ML Concepts.

• Exercises



ML Concepts

§ What is supervised learning?
Answer: ML setting when our training set consists of inputs and their 
corresponding labels.

§ What does kNN do?
Answer: k Nearest Neighbours is an algorithm that predicts value of 
a new example based on its k nearest labeled neighbours.



KNN Exercise

§ Question: A common preprocessing step of many 
learning algorithms is to normalize each feature to be 
zero mean and unit variance. Give the formula for the
normalized feature !𝑥# as a function of the original feature 
𝑥# and the mean 𝜇# and the standard deviation 𝜎# of that 
feature.

Answer:



KNN Exercise

§ Question: when applying K-nearest-neighbors, it is 
common to normalize each input dimension to unit 
variance.
a) Why might it be advantageous to do this?

§ Answer: If one feature has higher variance than the others, it will be 
treated as more important. This is problematic if the features have 
arbitrary scales, since the importance of a feature would depend on 
the unit used. Normalizing to unit variance fixes this problem.



KNN Exercise

§ Question: when applying K-nearest-neighbors, it is common 
to normalize each input dimension to unit variance.
b) When might this normalization step not be a good 

idea? (Hint: You may want to consider the task of 
classifying images of handwritten digits, where the 
digit is centered within the image.)

§ Answer: The fact that a feature has higher variance might indicate it 
is actually more important. For instance, in MNIST classification, 
pixels near the boundary are almost always zero, and hence not 
very informative for the decision. Scaling them up to unit variance 
would just add noise to the classifications.



KNN Exercise 

§ Question: Which of the following decision boundaries is 
most likely to be generated by a k-NN?



ML Concepts

§ Difference between regression / classification?
Answer: in classification we are predicting a discrete target (like 
cat or dog class), while in regression we are predicting a 
continuous-valued target (like temperature).

§ What is overfitting and underfitting?
Answer: When the model gets good performance on a particular 
dataset by "memorizing" it, but fails to generalize to new data.
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ML Concepts (Multi-Class Classification)
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ML Concepts (Neural Networks)
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