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MXNet default implementation has 
cudaLaunch overhead. cuDNN 
implementation is closed-source.

COHESA	

The runtime bottleneck of 
LSTM RNN is FC layers.

Optimizing data layout improves 
cache utilitzation of FC layers.

Training throughput on MXNet 
language modeling benchmark

Performance comparison of LSTM 
RNN with different backends

Observation

Y=XWT vs. YT=WXT

Results

LSTM RNN and Cell
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