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#### Abstract

This paper explores how using commutativity can improve the efficiency and efficacy of algorithmic termination checking for concurrent programs. If a program run is terminating, one can conclude that all other runs equivalent to it up-to-commutativity are also terminating. Since reasoning about termination involves reasoning about infinite behaviours of the program, the equivalence class for a program run may include infinite words with lengths strictly larger than $\omega$ that capture the intuitive notion that some actions may soundly be postponed indefinitely. We propose a sound proof rule which exploits these as well as classic bounded commutativity in reasoning about termination, and devise a way of algorithmically implementing this sound proof rule. We present experimental results that demonstrate the effectiveness of this method in improving automated termination checking for concurrent programs.


## 1 Introduction

Checking termination of concurrent programs is an important practical problem and has received a lot of attention $37 / 35 / 29 / 3$. A variety of interesting techniques, including thread-modular reasoning [34|10|37|35], causality-based reasoning [29], and well-founded proof spaces [15], among others, have been used to advance the state of the art in reasoning about concurrent program termination. Independently, it has been established that leveraging commutativity in proving safety properties can be a powerful tool in improving automated checkers [18/191617. There are many instances of applications of Lipton's reductions [32] in program reasoning [14|28. Commutativity has been used to simultaneously search for a program with a simple proof and its safety proof [1819] and to improve the efficiency and efficacy of assertion checking for concurrent programs [16]. Recently [17, abstract commutativity relations are formalized and combined to increase the power of commutativity in algorithmic verification.

This paper investigates how using commutativity can improve the efficiency and efficacy of proving the termination of concurrent programs as an enhancement to existing techniques. The core idea is simple: if we know that a program run $\rho a b \rho^{\prime}$ is terminating, and we know that $a$ and $b$ commute, then we can conclude that $\rho b a \rho^{\prime}$ is also terminating. Let us use an example to make this idea concrete for termination proofs of concurrent programs. Consider the two thread templates in Figure 1. one for a producer thread and one for a consumer thread,


Fig. 1: Producer/Consumer Template
where $i$ and $j$ are local variables. The assumption is that barrier and the local counters $i$ and $j$ are initialized to 0 . The producer generates content (modelled by incrementing of a global counter C++) up to a limit and then, using barrier, signals the consumer to start consuming. Independent of the number of producers and consumers, this synchronization mechanism ensures that the consumers wait for all producers to finish before they start consuming. Note that the producer threads fully commute - each statement in a producer commutes with each statement in another. A producer and consumer only partially commute.

In a program with only two producers, a human would argue at the high level that the independence of producer loops implies that their parallel composition is equivalent, up to commutativity, to their sequential composition. Therefore, it suffices to prove that the sequential program terminates. In other words, it should suffice to prove that each producer terminates. Let us see how this high level argument can be formalized using commutativity reasoning. Let $\lambda_{1}$ and $\lambda_{2}$ stand for the loop bodies of the two producers. Among others, consider the (syntactic) concurrent program run $\left(\lambda_{1} \lambda_{2}\right)^{\omega}$; this run may or may not be feasible. Since $\lambda_{1}$ and $\lambda_{2}$ commute, we can transform this run, by making infinitely many swaps, to the run $\lambda_{1}^{\omega} \lambda_{2}^{\omega}$. The model checking expert would consider this transformation rather misguided: it appears that we are indefinitely postponing $\lambda_{2}$ in favour of $\lambda_{1}$. Moreover, a word with a length strictly larger than $\omega$, called a transfinite word, does not have an appropriate representation in language theory because it does not belong to $\Sigma^{\omega}$. Yet, the observation that $\left(\lambda_{1} \lambda_{2}\right)^{\omega} \equiv \lambda_{1}^{\omega} \lambda_{2}^{\omega}$ is the key to a powerful proof rule for termination of concurrent programs: If $\lambda_{1}^{\omega}$ is terminating and $\lambda_{1}$ commutes against $\lambda_{2}$, then we can conclude that $\left(\lambda_{1} \lambda_{2}\right)^{\omega}$ is terminating. In other words, the termination proof for the first producer loop implies that all interleaved executions of two producers terminate, without the need for a new proof. Note that the converse is not true; termination of $\lambda_{1}^{\omega} \lambda_{2}^{\omega}$ does not necessarily imply the termination of $\lambda_{2}^{\omega}$. So, even if we were to replace the second producer with a forever loop, our observation would stand as is. Hence, for the termination of the entire program (and not just the run $\left.\left(\lambda_{1} \lambda_{2}\right)^{\omega}\right)$, one needs to argue about the termination of both $\lambda_{1}^{\omega}$ and $\lambda_{2}^{\omega}$, matching the high level argument. In Section 3, we formally state and prove this proof rule, called the omega-prefix proof rule, and show how it can be incorporated into an algorithmic verification framework. Using this proof rule, the program consisting of $N$ producers can be proved terminating by proving precisely $N$ single-thread loops terminating.

Now, consider adding a consumer thread to our two producer threads. The consumer loop is independent of the producer threads but the consumer thread,
as a whole, is not. In fact, part of the work of a termination prover is to prove that any interleaved execution of a consumer loop with either producer is infeasible due to the barrier synchronization and therefore terminating. Again, a human would argue that two such cases need to be considered: the consumer crosses the barrier with 0 or 1 producers having terminated. Each case involves several interleavings, but one should not have to prove them correct individually. Ideally, we want a mechanism that can take advantage of commutativity for both cases.

Before we explore this further, let us recall an algorithmic verification template which has proven useful in incorporating commutativity into safety reasoning [18|1916|17] and in proving termination of sequential [25] and parameterized concurrent programs [15]. The work flow is illustrated in Figure 2. The program and the proof are represented using (Büchi) automata, and module (d) (and consequently module (a)) are implemented as inclusion checks between the languages of these automata. The iteratively refined proof - a language of infeasible syntactic program runs - can be annotated Floyd-Hoare style and generalized using interpolation as in 25]. For module (b), any known technique for reasoning about the termination of simple sequential programs can be used on lassos.

The straightforward way to account for commutativity in this refinement loop would involve module (c): add to $\Pi$ all program runs equivalent to the existing ones up to commutativity without having a proof for them. In the safety context, it is well-known that checking whether a program is subsumed by the commutativity closure of a proof is undecidable. We show (in Section 3) that the same hurdle exists when doing inclusion checks for program termination.

In the context of safety [18|19|16|17], program reductions were proposed as an antidote to this undecidability problem: rather than enlarging the proof, one reduces the program and verifies a new program with a subset of the original program runs while maintaining (at least) one representative for each commutativity equivalence class. These representatives are the lexicographically least members of their equivalence classes, and are algorithmically computed based on the idea of the sleep set algorithm [22] to construct the automaton for the reduced program. However, using this technique is not possible in termination reasoning where lassos, and not finite program runs, are the basic objects.

To overcome this problem, we propose a different class of reductions, called finite-word reduction. Inspired by the classical result that an $\omega$-regular language can be faithfully captured as a finite-word language for the purposes of certain checks such as inclusion checks [4], we propose a novel way of translating both the program and the proof into finite-word languages. The classical result is based on


Fig. 2: Refinement Loop For Proving Termination.
an exponentially sized construction and does not scale. We propose a polynomial construction that has the same properties for the purpose of our refinement loop. This contribution can be viewed as an efficient translation of termination analysis to safety analysis and is useful independent of the commutativity context. For the resulting finite-word languages, we propose a novel variation of the persistent set algorithm to reduce the finite-word program language. This reduction technique is aware of the lasso structure in finite words.

Used together, finite-word reductions and omega-prefix generalization provide an approximation of the undecidable commutativity-closure idea discussed above. They combine the idea of closures, from proof generalization schemes like [15] and reductions from safety [16], into one uniform proof rule that both reduces the program and generalizes the proof up to commutativity to take as much advantage as possible. Neither the reductions nor the generalizations are ideal, which is a necessity to maintain algorithmic computability. Yet, together, they can perform in a near optimal way in practice: for example, with 2 producers and one consumer, the program is proved terminating by sampling precisely 3 terminating lassos ( 1 for each thread) and 2 infeasible lassos (one for each barrier failure scenario).

Finally, mostly out of theoretical interest, we explore a class of infinite word reductions that have the same theoretical properties as safety reductions, that is, they are optimal and their regularity (in this case, $\omega$-regularity) is guaranteed. We demonstrate that if one opts for the Foata Normal Form (FNF) instead of lexicographical normal form, one can construct optimal program reductions in the style of 181916 for termination checking. To achieve this, we use the notion of the FNF of infinite words from (infinite) trace theory [13], and prove the $\omega$-regular analogue of the classical result for regular languages: a reduction consisting of only program runs in FNF is $\omega$-regular, optimal, and can be soundly proved terminating in place of the original program (Section 3).

To summarize, this paper proposes a way of improving termination checking for concurrent programs by exploiting commutativity to boost existing algorithmic verification techniques. We have implemented our proposed solution in a prototype termination checker for concurrent programs called Termute, and present experimental results supporting the efficacy of the method in Section 6

## 2 Preliminaries

### 2.1 Concurrent Programs

In this paper, programs are languages over an alphabet of program statements $\Sigma$. The control flow graph for a sequential program with a set of locations Loc, and distinct entry and exit locations, naturally defines a finite automaton (Loc, $\Sigma, \delta$, entry, $\{$ exit $\}$ ). Without loss of generality, we assume that this automaton is deterministic and has a single exit location. This automaton recognizes a language of finite-length words. This is the set of all syntactic program runs that may or may not correspond to an actual program execution.

For the purpose of termination analysis, we are also interested in infinitelength program runs. Given a deterministic finite automaton $\mathcal{A}_{L}=\left(Q, \Sigma, \delta, q_{0}, F\right)$ with no dead states, where $\mathcal{L}\left(A_{L}\right)=L \subseteq \Sigma^{*}$ is a regular language of finite-length syntactic program runs, we define $\operatorname{Büchi}\left(\mathcal{A}_{L}\right)=\left(Q, \Sigma, \delta, q_{0}, Q\right)$, a Büchi automaton recognizing the language $L^{\omega}=\left\{u \in \Sigma^{\omega}: \forall v \in \operatorname{pref}(u) \cdot v \in \operatorname{pref}(L)\right\}$, where $\operatorname{pref}(u)$ denotes $\left\{w \in \Sigma^{*}: \exists w^{\prime} \in \Sigma^{*} \cup \Sigma^{\omega} . w \cdot w^{\prime}=u\right\}$ and $\operatorname{pref}(L)=$ $\bigcup_{v \in L} \operatorname{pref}(v)$. These are all syntactic infinite program runs that may or may not correspond to an actual program execution.

We represent concurrency via interleaving semantics. A concurrent program is a parallel composition of a fixed number of threads, where each thread is a sequential program. Each thread $\mathrm{P}_{i}$ is recognized by an automaton $\mathcal{A}_{\mathrm{P}}^{i}=$ ( $\operatorname{Loc}_{i}, \Sigma_{i}, \delta_{i}$, entry ${ }_{i},\left\{\right.$ exit $\left._{i}\right\}$ ). We assume the $\Sigma_{i}$ 's are disjoint. The DFA recognizing $\mathrm{P}=\mathrm{P}_{1}\|\ldots\| \mathrm{P}_{n}$ is constructed using the standard product construction for a DFA $\mathcal{A}_{\mathrm{P}}$ recognizing the shuffle of the languages of the individual thread DFA's.

The language of infinite runs of this concurrent program, denoted $P^{\omega}$, is the language recognized by $\operatorname{Büchi}\left(\mathcal{A}_{\mathrm{P}}\right)$. Note that a word in the language $\mathrm{P}^{\omega}$ may not necessarily be the shuffle of infinite runs of its individual threads.

$$
\mathrm{P}^{\omega}=\left\{u \in \Sigma^{\omega}|\exists i: u|_{\Sigma_{i}} \in \mathrm{P}_{i}^{\omega} \wedge \forall j:\left.u\right|_{\Sigma_{j}} \in \operatorname{pref}\left(\mathrm{P}_{j}\right) \cup \mathrm{P}_{j}^{\omega}\right\}
$$

In the rest of the paper, we will simply write $P$ when we mean $P^{\omega}$ for brevity. Note that $\mathrm{P}^{\omega}$ includes unfair program runs, for example those in which individual threads can be indefinitely starved. As argued in [15, this can be easily fixed by intersecting $\mathrm{P}^{\omega}$ with the set of all fair runs.

### 2.2 Termination

Let $\mathbb{X}$ the domain of the program state, $\Sigma$ a set of statements, and denote $\llbracket . \rrbracket: \Sigma^{*} \rightarrow \mathcal{P}(\mathbb{X} \times \mathbb{X})$ a function which maps a sequence of statements to a relation over the program state, satisfying $\llbracket s_{1} \rrbracket \llbracket s_{2} \rrbracket=\llbracket s_{1} \cdot s_{2} \rrbracket$ for all $s_{1}, s_{2} \in \Sigma^{*}$. Define sequential composition of relations in the usual fashion: $r_{1} r_{2}=\{(x, y)$ : $\left.\exists z .(x, z) \in r_{1} \wedge(z, y) \in r_{2}\right\}$. We write $s(x)$ to denote $\{y:(x, y) \in \llbracket s \rrbracket\} \subseteq \mathbb{X}$.

We say that an infinite sequence of statements $\tau \in \Sigma^{\omega}$ is infeasible if and only if $\forall x \in \mathbb{X} \exists k \in \mathbb{N} s_{1} \ldots s_{k}(x)=\emptyset$, where $s_{i}$ is the $i$ th statement in the run $\tau$. A program - an $\omega$-regular language $P \subseteq \Sigma^{\omega}$ - is terminating if all of its infinite runs are infeasible.

$$
\begin{equation*}
\frac{\forall \tau \in P, \tau \text { is infeasible }}{P \text { is terminating }} \tag{TERM}
\end{equation*}
$$

Lassos. It is not possible to effectively represent all infinite program runs, but we can opt for a slightly more strict rule by restricting our attention to ultimately periodic runs $U P \subseteq \Sigma^{\omega}$. That is, runs that are of the form $u v^{\omega}$ for some finite words $u, v \in \Sigma^{*}$. These are also typically called lassos.

It is unsound to replace all runs with all ultimately periodic runs in rule TERM. $P$ may be non-terminating while all its ultimately periodic runs are
terminating. Assume that our program $P$ is an $\omega$-regular language and there is a universe $\mathcal{T}$ of known terminating programs that are all omega-regular languages. Then, we get the following sound rule instead:

$$
\begin{equation*}
\frac{\exists \Pi \in \mathcal{T} \cdot P \subseteq \Pi}{P \text { is terminating }} \tag{TERmUP}
\end{equation*}
$$

If the inclusion $P \subseteq \Pi$ does not hold, then it is witnessed by an ultimately periodic run [4. In a refinement loop in the style of Figure 2, one can iteratively expand $\Pi$ based on this ultimately periodic witness (a.k.a. a lasso), and hence have a termination proof construction scheme in which ultimately periodic runs (lassos) are the only objects of interest. Note that if $P$ includes unfair runs of a concurrent program, rather than fixing it, one can instead initialize $\Pi$ with all the unfair runs of the concurrent program, which is an $\omega$-regular language. This way, the rule becomes a fair termination rule.

### 2.3 Commutativity and Traces

An independence (or commutativity) relation $I \subseteq \Sigma \times \Sigma$ is a symmetric, antireflexive relation that captures the commutativity of a program's statements: $\left(s_{1}, s_{2}\right) \in I \Longrightarrow \llbracket s_{1} s_{2} \rrbracket=\llbracket s_{2} s_{1} \rrbracket$. In what follows, assume such an $I$ is fixed.

Finite Traces. Two finite words $w_{1}$ and $w_{2}$ are equivalent whenever we can apply a finite sequences of swaps of adjacent independent program statements to transform $w_{1}$ into $w_{2}$. Formally, an independence relation $I$ on statements gives rise to an equivalence relation $\equiv_{I}$ on words by defining $\equiv_{I}$ to be the reflexive and transitive closure of the the relation $\sim_{I}$, defined as $u s_{1} s_{2} v \sim_{I} u s_{2} s_{1} v \Longleftrightarrow$ $\left(s_{1}, s_{2}\right) \in I$. A Mazurkiewicz trace $[u]_{I}=\left\{v \in \Sigma^{*}: v \equiv_{I} u\right\}$ is the corresponding equivalence class; we use "trace" exclusively to denote Mazurkiewicz traces.

Infinite Traces. Traces may also be defined in terms of dependence graphs (or partial orders). Given a word $\tau=s_{1} s_{2} \ldots$, the dependence graph corresponding to $\tau$ is a labelled, directed, acyclic graph $G=(V, E)$ with labelling function $L: V \rightarrow \Sigma$ and vertices $V=\{1,2, \ldots\}$, where $L(i)=s_{i}$, and $\left(i, i^{\prime}\right) \in E$ whenever $i<i^{\prime}$ and $\left(L(i), L\left(i^{\prime}\right)\right) \notin I$. Then, $[\tau]_{I}^{\infty}$, the equivalence class of the infinite word $\tau$, is precisely the set of linear extensions of $G$. Therefore, $\tau^{\prime} \equiv{ }_{I} \tau$ iff $\tau^{\prime}$ is a linear extension of $G$.

For example, Figure 3(i) illustrates the Hasse diagram of the finite trace $[a b c b a]_{I}$, and Figure 3(ii), the Hasse diagram of the infinite trace $\left[a b c(a b)^{\omega}\right]_{I}^{\infty}$, where $I=\{(a, b),(b, a)\}$.

For an infinite word $\tau$, the infinite trace $[\tau]_{I}^{\infty}$ may contain linear extensions that do not


Fig. 3: Hasse diagrams.
correspond to any word in $\Sigma^{\omega}$. For example, if $I=\{(a, b),(b, a)\}$, then the trace $\left[(a b)^{\omega}\right]_{I}^{\infty}$ includes a member (infinite word) in which all as appear before all $b \mathrm{~s}$. We use $a^{\omega} b^{\omega}$ to denote this word and call such words transfinite. This means that $[\tau]_{I}^{\infty} \nsubseteq \Sigma^{\omega}$, even for an ultimately periodic $\tau$.

Normal Forms. A trace, as an equivalence class, may be represented unambiguously by one of its member words. Lexicographical normal forms [13] are the most commonly used normal forms, and the basis for the commonly known sleep set algorithm in partial order reduction [22]. Foata Normal Forms (FNF) are less well-known and are used in the technical development of this paper:
Definition 1 (Foata Normal Form of a finite trace [13]). For a finite trace $t$, define $F N F(t)$ as a sequence of sets $S_{1} S_{2} \ldots S_{k}$ (for some $k \in \mathbb{N}$ ) where $t=\Pi_{i}^{k} S_{i}$ and for all $i$ :

$$
\begin{array}{ll}
\forall a, b \in S_{i} a \neq b \Longrightarrow(a, b) \in I & \text { (no dependencies in } \left.S_{i}\right) \\
\forall b \in S_{i+1} \exists a \in S_{i}(a, b) \notin I & \left(S_{i} \text { dependent on } S_{i+1}\right)
\end{array}
$$

Given a trace's dependence graphs, the FNF can be constructed by repeatedly removing sets of minimal elements, that is, sets with no incoming edges. Although we have defined a trace's FNF as a sequence of sets, we will generally refer to a trace's FNF as a word in which the elements in each set are assumed to be ordered lexicographically. For example, $\operatorname{FNF}\left([a b c b a]_{I}\right)=a b \cdot c \cdot a b$, where $I=\{(a, b),(b, a)\}$. We overload this notation by writing $\operatorname{FNF}\left([u]_{I}\right)$ as $\operatorname{FNF}(u)$, and, for a language $L, \operatorname{FNF}(L)=\{\operatorname{FNF}(u): u \in L\}$.

Theorem 1 ([13]). L is a regular language iff the set of its Foata (respectively Lexicographical) normal forms is a regular language.

## 3 Closures and Reductions

Commutativity defines an equivalence relation $\equiv_{I}$ which preserves the termination of a program run.

Proposition 1. For $\tau, \tau^{\prime} \in \Sigma^{\omega}$ and $\tau^{\prime} \equiv_{I} \tau, \tau$ is terminating iff $\tau^{\prime}$ is terminating.

In the context of a refinement loop in the style of Figure 2, Proposition 1 suggests one can take advantage of commutativity by including all runs that are equivalent to the ones in $\Pi$ (which are already proved terminating) in module (c). We formally discuss this strategy next.

Given a language $L$ and an independence relation $I$, define $[L]_{I}^{\infty}=\cup_{\tau \in L}[\tau]_{I}^{\infty}$. Recall from Section 2 that, in general, $[\tau]_{I}^{\infty} \nsubseteq \Sigma^{\omega}$. Since programs are represented by $\omega$-regular languages in our formalism, it is safe for us to exclude transfinite words from $[\tau]_{I}^{\infty}$ from commutativity closures computation. Define:

$$
[L]_{I}^{\omega}=\cup_{\tau \in L}[\tau]_{I}^{\infty} \cap \Sigma^{\omega} \quad(\omega \text {-closure })
$$

The following sound proof rule is a straightforward adaptation of Rule TERMUP that takes advantage of commutativity-based proof generalization:

$$
\frac{\exists \Pi \subseteq \mathcal{T} . P \subseteq[\Pi]_{I}^{\omega}}{P \text { is terminating }}
$$

(TERMClosure)
Recall the example from Section 1 with two producers. The transfinite program run $\lambda_{1}^{\omega} \lambda_{2}^{\omega}$ that is the sequential compositions of the two producers looping forever back to back does not belong to the $\omega$-closure of any $\omega$-regular language. We generalize the notion of $\omega$-closure to incorporate the idea of such runs in a new proof rule.

Let $\tau$ a transfinite word (like $a^{\omega} b^{\omega}$ ). Let $\tau^{\prime}$ a prefix of $\tau$. If $\left|\tau^{\prime}\right|=\omega$, we say that $\tau^{\prime}$ is an $\omega$-prefix of $\tau$, or $\tau^{\prime} \in \operatorname{pref}_{\omega}(\tau)$. A direct definition for when a transfinite word $\tau$ is terminating would be rather contrived, since a word such as $a^{\omega} b^{\omega}$ does not correspond to a program execution in the usual sense. However, a very useful property arises when considering the $\omega$-words of $\operatorname{pref}_{\omega}(\tau)$ : If an $\omega$-prefix $\tau^{\prime}$ of a transfinite word $\tau$ is terminating, then all words in $[\tau]_{I}^{\omega}$ are terminating.

Theorem 2 (Omega Prefix Proof Rule). Let $\tau^{\prime \prime}, \tau^{\prime} \in \Sigma^{\omega}, \tau$ a transfinite word, if $\tau \equiv_{I} \tau^{\prime \prime}$ and $\tau^{\prime} \in \operatorname{pref}_{\omega}(\tau), \tau^{\prime}$ terminates $\Rightarrow \tau^{\prime \prime}$ terminates.

Remark that $[\tau]_{I}^{\omega} \subseteq \Sigma^{\omega}$, so the former theorem uses the usual definition of termination, i.e. termination of $\omega$-words; however; this theorem implicitly defines a notion of termination for some transfinite words.

Define $[\tau]_{I}^{p \omega}$, the omega-prefix closure of $\tau$ as

$$
[\tau]_{I}^{p \omega}=[\tau]_{I}^{\omega} \cup \bigcup_{\tau^{\prime} . \tau \in \operatorname{pref}_{\omega}\left(\tau^{\prime}\right)}\left[\tau^{\prime}\right]_{I}^{\omega}
$$

Theorem 2 guarantees that, if $\tau$ terminates, then all of $[\tau]_{I}^{p \omega}$ terminates. The converse, however, does not necessarily hold: $[\tau]_{I}^{p \omega}$ is not an equivalence class.

Example 1. Continuing the example in Figure 1, recall that $\lambda_{1}$ and $\lambda_{2}$ are independent. Let us assume we have a proof that $\lambda_{1}^{\omega}$ is terminating. The class $\left[\lambda_{1}^{\omega}\right]_{I}^{\omega}=\left\{\lambda_{1}^{\omega}\right\}$ does not include any other members and therefore we cannot conclude the termination status of any other program runs based on it. On the other hand, since $\lambda_{1}^{\omega} \in \operatorname{pref}_{\omega}\left(\lambda_{1}^{\omega} \lambda_{2}^{\omega}\right)$ and $\left[\left(\lambda_{1} \lambda_{2}\right)^{\omega}\right]_{I}^{\omega}=\left[\lambda_{1}^{\omega} \lambda_{2}^{\omega}\right]_{I}^{\omega},\left(\lambda_{1} \lambda_{2}\right)^{\omega} \in\left[\lambda_{1}^{\omega}\right]_{I}^{p \omega}$. Therefore, we can conclude that $\left(\lambda_{1} \lambda_{2}\right)^{\omega}$ is also terminating. Note that $\lambda_{2}$ can be non-terminating and the argument still stands.

One can replace the closure in Rule TERMCLOSURE with omega-prefix closure and produce a new, more powerful, sound proof rule. There is, however, a major obstacle in the way of an algorithmic implementation of Rule TERMCLOSURE with either closure scheme: the inclusion check in the premise is not decidable.

Proposition 2. $[L]_{I}^{\omega}$ and $[L]_{I}^{p \omega}$ for an $\omega$-regular language $L$ may not be $\omega$ regular. Moreover, it is undecidable to check the inclusions $L_{1} \subset\left[L_{2}\right]_{I}^{\omega}$ and $L_{1} \subset\left[L_{2}\right]_{I}^{p \omega}$ for $\omega$-regular languages $L_{1}$ and $L_{2}$.

### 3.1 The Compromise: A New Proof Rule

In the context of safety verification, with an analogous problem, a dual approach was proposed as a way forward [18] based on program reductions.
Definition 2 ( $\omega$-Reduction and $\omega p$-Reduction). A language $R \subseteq P$ is an $\omega$-reduction (resp. $\omega$ p-reduction of $P$ ) of program $P$ under independence relation $I$ iff for all $\tau \in P$ there is some $\tau^{\prime} \in R$ such that $\tau \in\left[\tau^{\prime}\right]_{I}^{\omega}$ (resp. $\tau \in\left[\tau^{\prime}\right]_{I}^{p \omega}$ ).

The idea is that a program reduction can be soundly proven in place of the original program but, with strictly fewer behaviours to prove correct, less work has to be done by the prover.

Proposition 3. Let $P$ be a concurrent program and $\Pi$ be $\omega$-regular. We have:
$-P \subseteq[\Pi]_{I}^{\omega}$ iff there exists an $\omega$-reduction $R$ of $P$ under $I$ such that $R \subseteq \Pi$.
$-P \subseteq[\Pi]_{I}^{p \omega}$ iff there exists an $\omega p$-reduction $R$ of $P$ under $I$ such that $R \subseteq \Pi$.
An $\omega / \omega p$-reduction $R$ may not always be $\omega$-regular. However, Proposition 3 puts forward a way for us to make a compromise to rule TERMCLOSURE for the sake of algorithmic implementability. Consider a universe of program reductions $\operatorname{Red}(P)$, which does not include all reductions. This gives us a new proof rule:

$$
\frac{\exists \Pi \in \mathcal{T} \cdot \exists R \in \operatorname{Red}(P) \cdot R \subseteq \Pi}{P \text { is terminating }}
$$

(TermReduc)
If $\operatorname{Red}(P)$ is the set of all $\omega$-reductions (resp. $\omega p$-reductions), then Rule TERMREDUC becomes logically equivalent to Rule TERMCLOSURE (resp. with $[\Pi]_{I}^{p \omega}$ ). By choosing a strict subset of all reductions for $\operatorname{Red}(P)$, we trade the undecidable premise check of the proof rule TERMClOSURE with a new decidable premise check for Rule TERMREDUC. The specific algorithmic problem that this paper solves is then the following: What are good candidates for $\operatorname{Red}(P)$ such that an effective and efficient algorithmic implementation of Rule TERMREDUC exists? Moreover, we want this implementation to show significant advantages over the existing algorithms that implement the Rule TERMUP.

In Section 5, we propose Foata Reduction as a theoretically clean option for $\operatorname{Red}(P)$ in the universe of all $\omega$-reductions. In particular, they have the algorithmically essential property that the reductions do not include any transfinite words. In the universe of $\omega p$-reductions, which does account for transfinite words, such a theoretically clean notion does not exist. This paper instead proposes the idea of mixing both closures and reductions as a best algorithmic solution for the undecidable Rule TERMCLOSURE in the form of the following new proof rule:

$$
\begin{equation*}
\frac{\exists \Pi \subseteq \mathcal{T} \cdot \exists R \in \operatorname{Red}(P) \cdot R \subseteq[\Pi]_{I}^{\text {opg }}}{P \text { is terminating }} \tag{TermOP}
\end{equation*}
$$

In Section 3.2, we introduce $[\Pi]_{I}^{o p g}$ as an underapproximation of $[\Pi]_{I}^{p \omega}$ that is guaranteed to be $\omega$-regular and computable. Then, in Section 4, we discuss how, through a representation shift from infinite words to finite words, an appropriate class of reductions for $\operatorname{Red}(P)$ can be defined and computed.

### 3.2 Omega Prefix Generalization

We can implement the underapproximation of $[\Pi]_{I}^{p \omega}$ by generalizing the proof of termination of each individual lasso in the refinement loop of Figure 2, Let $u_{1}, \ldots u_{m}, v_{1}, \ldots v_{m^{\prime}} \in \Sigma$ and consider the lasso $u v^{\omega}$, where $u=u_{1} \ldots u_{m}, v=$ $v_{1} \ldots v_{m^{\prime}}$, and $m^{\prime}>0$. Let $\mathcal{A}_{u v^{\omega}}=\left(Q, \Sigma, \delta, q_{0},\left\{q_{m}\right\}\right)$ a Büchi automaton consisting of a stem and a loop, with a single accepting state $q_{m}$ at the head of the loop, recognizing the ultimately periodic word $u v^{\omega}$ - in [25], this automaton is called a lasso module of $u v^{\omega}$. Let $\Sigma_{I_{\text {loop }}} \subseteq \Sigma=\left\{a:\left\{v_{1}, \ldots, v_{m^{\prime}}\right\} \times\{a\} \subseteq I\right\}$ the statements that are independent with the statements $v_{1}, \ldots, v_{m^{\prime}}$ of the loop, and $\Sigma_{I_{\text {stem }}} \subseteq \Sigma_{I_{\text {loop }}}=\left\{a:\left\{u_{1}, \ldots, u_{m}, v_{1}, \ldots, v_{m^{\prime}}\right\} \times\{a\} \subseteq I\right\}$ the statements that are independent of all statements appearing in $u v^{\omega}$.

Define $\mathcal{O P \mathcal { G }}\left(\mathcal{A}_{\tau}\right)=\left(Q \cup\left\{q^{\prime}\right\}, \Sigma, \delta_{\mathcal{O P G}}, q_{0},\left\{q_{m}\right\}\right)$ for a lasso $\tau=u v^{\omega}$ where

$$
\delta_{\mathcal{O P G}}(q, a)= \begin{cases}q & \text { if } q \in\left\{q_{0}, \ldots, q_{m-1}\right\} \wedge a \in \Sigma_{I_{\text {stem }}} \\ & \text { or if } q \in\left\{q_{m+1}, \ldots, q_{m+m^{\prime}}\right\} \cup\left\{q^{\prime}\right\} \wedge a \in \Sigma_{I_{\text {loop }}} \\ q^{\prime} & \text { if } q=q_{m} \wedge a \in \Sigma_{I_{l o o p}} \text { or } m^{\prime}=1 \text { and } a=v_{1} \\ \delta\left(q_{m}, v_{1}\right) & \text { if } q=q^{\prime} \wedge a=v_{1} \\ \delta(q, a) & \text { o.w. }\end{cases}
$$

We refer to the language $\mathcal{L}\left(\mathcal{O} \mathcal{P} \mathcal{G}\left(\mathcal{A}_{\tau}\right)\right)$ recognized by this automaton as $[\tau]_{I}^{\text {opg }}$ for short. Note that this construction is given for individual lassos; we may generalize this to a (finite) set of lassos by simply taking their union. For a lasso $\tau=u v^{\omega}, \mathcal{O} \mathcal{P} \mathcal{G}\left(\mathcal{A}_{\tau}\right)$ is a linearly-sized Büchi automaton whose language satisfies the following:
Proposition 4. $[\tau]_{I}^{o p g} \subseteq[\tau]_{I}^{p \omega}$.
Intuitively, this holds because this automaton simply allows us to intersperse the statements of $u v^{\omega}$ with independent statements; when considering the Mazurkiewicz trace arising from a word interspersed as described, these added independent statements may all be ordered after $u v^{\omega}$, resulting in a transfinite word with $\omega$-prefix $u v^{\omega}$.
Theorem 3. If $\tau$ is terminating, then every run in $[\tau]_{I}^{\text {opg }}$ is terminating.
This follows directly from Theorem 2 and Proposition4, and concludes the soundness and algorithmic implementability of Rule TERMOP if $\operatorname{Red}(P)=\{P\}$.

## 4 Finite-word Reductions

In this section, inspired by the program reductions used in safety verification, we propose a way of using those families of reductions to implement $\operatorname{Red}(P)$ in Rule TERMREDUC. This method can be viewed as a way of translating the liveness problem into an equivalent safety problem.

In 4], a finite-word encoding of $\omega$-regular languages was proposed that can be soundly used for checking inclusion in the premise of rules such as Rule TERMREDUC

Definition 3 (\$-language [4]). Let $L \in \Sigma^{\omega}$. Define the $\$$-language of $L$ as

$$
\$(L)=\left\{u \$ v \mid u, v \in \Sigma^{*} \wedge u v^{\omega} \in L\right\}
$$

If $L$ is $\omega$-regular, then $\$(L)$ is regular [4]. This is proved by construction, but the one given in [4] is exponential. Since the Büchi automaton for a concurrent program $P$ is already large, an exponential blowup to construct $\$(P)$ can hardly be tolerated. We propose an alternative polynomial construction.

### 4.1 Efficient Reduction to Safety

Our polynomial construction, denoted by fast\$, consists of linearly many copies of the Büchi automaton recognizing the program language.

Definition 4 (fast\$). Given a Büchi automaton $\mathcal{A}=\left(Q, \Sigma, \delta, q_{0}, F\right)$, define fast $\$(\mathcal{A})=\left(Q_{\$}, \Sigma \cup\{\$\}, \delta_{\$}, q_{0}, F_{\$}\right)$ with $Q_{\$}=Q \cup(Q \times Q \times\{0,1\}), F_{\$}=$ $\{(q, q, 1): q \in Q\}$, and for $q, r \in Q, i \in\{0,1\}$ :

$$
\begin{aligned}
\delta_{\$}(q, a) & = \begin{cases}\{(q, q, 0)\} & \text { if } a=\$ \\
\delta(q, a) & \text { o.w. }\end{cases} \\
\delta_{\$}((q, r, i), a) & = \begin{cases}\left\{\left(q, r^{\prime}, 1\right): r^{\prime} \in \delta(r, a)\right\} & \text { if } i=0 \text { and } r \in F \\
\left\{\left(q, r^{\prime}, i\right): r^{\prime} \in \delta(r, a)\right\} & \text { o.w. }\end{cases}
\end{aligned}
$$

Let $L$ be an $\omega$-regular language and $\mathcal{A}$ be a Büchi automaton recognizing $L$. We overload the notation and use fast $\$(L)$ to denote the language recognized by fast $\$(\mathcal{A})$. Note that fast $\$(L)$, unlike $\$(L)$, is a construction parametric on the Büchi automaton recognizing the language, rather than the language itself. In general, fast $\$(L)$ under-approximates $\$(L)$. But, under the assumption that all alphabet symbols of $\Sigma$ label at most one transition in the Büchi automaton $\mathcal{A}$ (recognizing $L$ ), then fast $\$(L)=\$(L)$. This condition is satisfied for any Büchi automaton that is constructed from the control flow graph of a (concurrent) program since we may treat each statement appearing on the graph as unique, and these graph edges correspond to the transitions of the automaton.

Theorem 4. For any $\omega$-regular language $L$, we have fast $\mathbb{\$}(L) \subseteq \$(L)$. If $P$ is a concurrent program then fast $\$(P)=\$(P)$.

First, let us observe that in Rule TERMUP we can replace $P$ with fast $\$(P)$ and $\Pi$ with fast $\$(\Pi)$ (and hence the universe $\mathcal{T}$ with a correspondingly appropriate universe) and derive a new sound rule.

Theorem 5. The finite word version of Rule TERMUP using fast $\$$ is sound.
The proof of Theorem 5 follows from Theorem 4 . Using fast $\$$, the program is precisely represented and the proof is under-approxiamted, therefore the inclusion check implies the termination of the program.

### 4.2 Sound Finite Word Reductions

With a finite word version of the Rule TERMUP the natural question arises if one can adopt the analogue of the sound proof rule used for safety [18] by introducing an appropriate class of reductions for program termination in the following proof rule:

$$
\frac{\exists \Pi \in \mathcal{T} . \exists R \in \operatorname{Red}(\$(P)) . R \subseteq \text { fast } \$(\Pi)}{P \text { is terminating }}
$$

(FiniteTermReduc)
A language $R$ is a sound reduction of $\$(P)$ if the termination of all ultimately periodic words $u v^{\omega}$, where $u \$ v \in R$, implies the termination of all ultimately periodic words of $P$. Since, in $u \$ v$, the word $u$ represents the stem of a lasso and the word $v$ represents its loop, it is natural to define equivalence, considering the two parts separately, that is: $u \$ v \equiv_{I} u^{\prime} \$ v^{\prime}$ iff $u^{\prime} \equiv_{I} u \wedge v^{\prime} \equiv_{I} v$. One can use any technique for producing reductions for safety, for example sleep sets for lexicographical reductions [18, in order to produce a sound reduction that includes representatives from this equivalence relation. Assume that $\$$ does not commute with any other letter in an extension $I_{\$}$ of $I$ over $\Sigma \cup\{\$\}$ and observe that the standard finite-length word Mazurkiewicz equivalence relation of $u \$ v \equiv_{I_{\Phi}} u^{\prime} \$ v^{\prime}$ coincides with $u \$ v \equiv_{I} u^{\prime} \$ v^{\prime}$ as defined above. Let $F \operatorname{Red}(\$(P))$ be the set of all such reductions. An algorithmic implementation of Rule FiniteTERMREDUC with $\operatorname{Red}(\$(P))=F \operatorname{Red}(\$(P))$ may then be taken straightforwardly from the safety literature.

Note, however, that reductions in $F \operatorname{Red}(\$(P))$ are more restrictive than their infinite analogues; for example, $u v \$ v \notin[u \$ v]_{I}$, whereas $u v v^{\omega}=u v^{\omega}$ and therefore $u v v^{\omega} \equiv_{I} u v^{\omega}$ for any $I$. By treating $\$(P)$ 's $\$$-word as a a finite word without recognizing its underlying lasso structure, every word $u v^{\omega}$ in the program necessarily engenders an infinite family of representatives in $R$ - one for each $\$$-word $\{u \$ v, u v \$ v, u \$ v v, \ldots\} \subseteq \$(P)$ corresponding to $u v^{\omega} \in P$.

We define dollar closure as variant of classic closure that is sensitive to the termination equivalence of the corresponding infinite words:

$$
[u \$ v]_{I}^{\$}=\left\{x \$ y: u v^{\omega} \in\left[x y^{\omega}\right]_{I}^{p \omega}\right\}
$$

The termination of $u v^{\omega}$ is implied by the termination of any $x y^{\omega}$ such that $x \$ y$ is a member of $[u \$ v]_{I}^{\$}$ (see Theorem 2 . However, the converse does not necessarily hold. Therefore, like omega-prefix closure, $[u \$ v]_{I}^{\$}$ is not an equivalence class. It suggests a more relaxed condition (than the one used for $F \operatorname{Red}(\$(P))$ ) for the soundness of a reduction:

Definition 5 (Sound \$-Program Reduction). A language $R \subseteq P$ is called $a$ sound $\$$-program reduction of $\$(P)$ under independence relation $I$ iff for all $u v^{\omega} \in P$ we have $[u \$ v]_{I}^{\$} \cap R \neq \emptyset$.

A $\$$-reduction $R$ satisfying the above condition is obviously sound: It must contain a $\$$-representative $x \$ y \in[u \$ v]_{I}^{\$}$ for each word $u v^{\omega}$ in the program. If $R$ is terminating, then $x y^{\omega}$ is terminating, and therefore so is $u v^{\omega}$. Moreover, these


Fig. 4: The only three traces in $P=a^{\omega} \| b^{\omega}$ when $(a, b) \in I$.
sound $\$$-program reductions can be quite parsimonious, since one word can be an omega-prefix corresponding to many classes of program behaviours.

Under this soundness condition, we may now include one representative of $[u \$ v]_{I}^{\$}$ for each $u v^{\omega} \in P$ in a sound reduction of $P$. For example, $R=\{\$ a, \$ b\}$ is a sound $\$$-program reduction of $P=a^{\omega} \| b^{\omega}$ when $(a, b) \in I$. To illustrate, note that the only traces of P are the three depicted as Hasse diagrams in Figure 4 the distinct program words $(a b)^{\omega},(a b a)^{\omega},(a b a a)^{\omega}, \ldots$ all correspond to the same infinite trace shown in Figure 4(iii). A salient feature of Figure 4(iii) is that $a^{\omega}$ and $b^{\omega}$ correspond to disconnected components of this dependence graph. The omega-prefix rule of Theorem 2 can be interpreted in this graphical context as follows: if any connected component of the trace is terminating, then the entire class is terminating.

Recall that module (d) of the refinement loop of Figure 2 may naturally be implemented as the inclusion check $P \subseteq \Pi$, or one of its variations that appear in the proof rules proposed throughout this paper. In a typical inclusion check, a product of the program and the complement of the proof automata are explored for the reachability of an accept state. Therefore, classic reduction techniques that operate on the program by pruning transitions/states during this exploration are highly desirable in this context. We propose a repurposing of such techniques that shares the simplicity and efficiency of constructing reductions from $F R e d(\$(P))$ ) (in the style of safety) and yet takes advantage of the weaker soundness condition in Definition 5 and performs a more aggressive reduction. In short, a reduced program may be produced by pruning transitions while performing an on-the-fly exploration of the program automaton. In pruning, our goal is to discard transitions that would necessarily form words whose suffixes lead us into the disconnected components of the program traces underlying the program words that have been explored so far. This selective pruning technique is provided by a straightforward adaptation of the well-known safety reduction technique of persistent sets [22]. Consider the program illustrated in Figure 5(a). In the graph in Figure 5(b), the green states are explored and the dashed transitions are pruned. This amounts to proving two lassos terminating in the refinement loop of Figure 2, where each lasso corresponds to one connected component of a program trace.

We compute persistent sets using a variation of Algorithm 1 in Chapter 4 of [22]. In brief, $a \in$ Persistent $_{\prec}(q)$ if $a$ is the lexicographically least enabled state at $q$ according to thread order $\prec$, if $a$ is an enabled statement from
while $x<z:$
end

(a)

(b)

Fig. 5: Example of persistent set selective search.
the same thread as another statement $a^{\prime} \in \operatorname{Persistent}_{\prec}(q)$, or if $a$ is dependent on some statement $a^{\prime} \in$ Persistent $_{\prec}(q)$ from a different thread than $a$. In addition, $\$$ is also persistent whenever it is enabled. This set may be computed via a fixed-point algorithm; whenever a statement that is not enabled is added to Persistent $\prec(q)$,

```
Algorithm 1: Persistents
```

Algorithm 1: Persistents
Input: fast $\$\left(\mathcal{A}_{P}\right)=\left(Q, \Sigma, \delta, q_{0}, F\right)$
Input: fast $\$\left(\mathcal{A}_{P}\right)=\left(Q, \Sigma, \delta, q_{0}, F\right)$
Output: $x \$ y$
Output: $x \$ y$
$H \leftarrow \emptyset, S \leftarrow\left\{\left(q_{0}, " "\right)\right\}$
$H \leftarrow \emptyset, S \leftarrow\left\{\left(q_{0}, " "\right)\right\}$
while $(q, w)=S \cdot p o p()$ do
while $(q, w)=S \cdot p o p()$ do
if $q \notin H$ then
if $q \notin H$ then
if $q \in F$ then
if $q \in F$ then
return $w$
return $w$
for $a \in \Sigma \cap \operatorname{Persistent}(q)$ do
for $a \in \Sigma \cap \operatorname{Persistent}(q)$ do
S.push $(\delta(q, a), w \cdot a)$
S.push $(\delta(q, a), w \cdot a)$
$H \leftarrow H \cup\{q\}$
$H \leftarrow H \cup\{q\}$
return "EMPTY"

```
    return "EMPTY"
```

of all enabled states. Intuitively, this procedure works because transitions are ignored only when they are necessarily independent from all the statements that will be explored imminently; these may soundly be ignored indefinitely or deferred. Transitions that are deferred indefinitely are precisely those that would lead into a disconnected component of a program traces.

The reduced program that arises from the persistent set selective search of fast $\$\left(\mathcal{A}_{P}\right)$ based on thread order $\prec$ is denoted by PersistentSS $\prec \prec(\$(P))$. Figure 5(b) illustrates a reduced program; note that \$-transitions are omitted for simplicity. The reduced program corresponds to the states shown in green. The other program states are unreachable because the only persistent transitions correspond to statements from the least enabled thread; the transitions shown with dashed lines are not persistent.

Theorem 6 (soundness of finite word reductions). Rule FiniteTERMREDUC is a sound proof rule when $\operatorname{Red}(\$(P))=\{\forall \prec$ : PersistentSS $\prec(\$(P))\}$.

The theorem holds under the condition that the set $\mathcal{T}$ from Rule FiniteTERMRE DUC is the set of all terminating $\omega$-regular languages, and the under the assumption that the program is fair (or, equivalently, that the proof includes the unfair
runs of $P$, as discussed in Section 2.2, where a fair run is one where no enabled thread action is indefinitely deferred. The proof of soundness appears in the extended version of this paper 31. Intuitively, it relies on the fact that PersistentSS $\prec_{\prec}(\$(P))$ is a $\$$-program reduction for all the fair runs in $P$.

Example 2. Recall the producer-consumer in Figure 1, and consider the program with two producers $P_{1}$ and $P_{2}$ and one consumer $C$. Let $\lambda_{1}$ denote the loop body of $P_{1}$, and $\lambda_{2}$ that of $P_{2}$. Concretely, $\lambda_{1}=\left[i<p r o d u c e r \_l i m i t\right] ~ ; ~ C++~ ; ~ i++~$ where [...] is an assume statement, and similarly for $\lambda_{2}$. In addition, each loop has an exit statement, which we denote by $\iota_{1}$ and $\iota_{2}$. For instance, $\iota_{1}=$ [i >= producer_limit]. Let $\prec$ such that $P_{1} \prec P_{2} \prec C$.

In $\mathcal{A}=$ PersistentSS $\prec_{\prec}(\$(P)), P_{1}$ is the first thread and therefore persistent; that is, the word $\$ \lambda_{1}$ - the $\$$-word corresponding to $\lambda_{1}^{\omega}$ - is in the reduction. Since $\lambda_{1}$ is independent of all statements in $P_{2}$ and $C$, any run in which $P_{1}$ enters the loop (and does not exit via $\iota_{1}$ ) will not be included in the reduction. In effect, this means that $\lambda_{1}^{\omega}$ is the only representative of $\left[\lambda_{1}^{\omega}\right]_{I}^{p \omega}=\left[\lambda_{1}^{\omega}\right]_{I}^{\omega} \cup\left[\lambda_{1}^{\omega} \cdot\left(P_{2}+C\right)^{\omega}\right]_{I}^{\omega}$ in the program reduction.

Even though $P_{2}$ seems identical to $P_{1}$, the same is not true for $P_{2}$ because it appears later in the thread order. In this case, $\left[\lambda_{2}\right]_{I}^{p \omega}$ is represented by the family of words $\left(\lambda_{1}\right)^{*} \iota_{1} \lambda_{2}^{\omega}$.

## 5 Omega Regular Reductions

In the classic implementation of Rule TERMUP [25, $\omega$-regular languages are used to represent the program $P$ and the proof $\Pi$. It is therefore natural to ask if $\operatorname{Red}(P)$ in Rule TERMREDUC can be a family of $\omega$-regular program reductions. For finite program reductions [18|1916|17, and also for classic POR, lexicographical normal forms are almost always the choice. Infinite traces have lexicographic normal forms that are analogous to their finite counterparts [13]. However, these normal forms are not suitable for defining $\operatorname{Red}(P)$. For example, if $(a, b) \in I$, then the lexicographic normal form of the trace $\left[(a b)^{\omega}\right]_{I}^{\infty}$ is $a^{\omega} b^{\omega}$ if $a<b$ or $b^{\omega} a^{\omega}$ otherwise; both transfinite words. Fortunately, Foata normal forms do not share the same problem.

Definition 6 (Foata Normal Form of an infinite trace [13]). Foata Normal Form $\operatorname{FNF}(t)$ of an infinite trace $t$ is a sequence of non-empty sets $S_{1} S_{2} \ldots$ such that $t=\Pi_{i \leq \omega} S_{i}$ and for all $i$ :

$$
\begin{array}{ll}
\forall a, b \in S_{i} a \neq b \Longrightarrow(a, b) \in I & \text { (no dependencies in } S_{i} \text { ) } \\
\forall b \in S_{i+1} \exists a \in S_{i}(a, b) \notin I & \left(S_{i} \text { dependent on } S_{i+1}\right)
\end{array}
$$

For example, $\operatorname{FNF}\left(\left[(a b)^{\omega}\right]_{I}^{\infty}\right)=(a b)^{\omega}$ if $(a, b) \in I$. To define a reduction based on FNF, we need a mild assumption about the program language.

Definition 7 (Closedness). A language $L \subseteq \Sigma^{\infty}$ is closed under the independence relation I iff $[L]_{I}^{\infty} \subseteq L$ and is $\omega$-closed under I iff $[L]_{I}^{\omega} \subseteq L$.

It is straightforward to see that any concurrent program $P$ (as defined in Section 2.1), and any valid dependence relation $I$, we have that $P$ is $\omega$-closed. This means that for any (infinite) program run $\tau$, any other $\omega$-word $\tau$ that is equivalent to $\tau$ is also in the language of the program.

The key result that makes Foata normal forms amenable to automation in the automaton-theoretic framework is the following theorem.

Theorem 7. If $L \subseteq \Sigma^{\omega}$ is $\omega$-regular and closed, $F N F(L)$ is $\omega$-regular.
The proof of this theorem provides a construction for the Büchi automaton that recognizes the language $\operatorname{FNF}(L)$; see [31] for more detail. However, this construction is not efficient since, for a program $P$, of size $\Theta(n)$, the Büchi automaton recognizing $\mathrm{FNF}(P)$ can be as large as $\mathcal{O}\left(n 2^{n}\right)$. Finally, Foata reductions are minimal in the same exact sense that lexicographical reductions of finite-word languages are minimal:

Theorem 8. [Theorem 11.2.15 [13]] If $L \subseteq \Sigma^{\omega}$ is $\omega$-regular and closed, then for all $\tau \in L, \tau^{\prime} \in F N F(L) \cap[\tau]_{I}^{\omega} \Longrightarrow \tau^{\prime}=\tau$.

Our experimental results in Section 6 suggest that this complexity is a big bottleneck in practical benchmarks. Therefore, despite the fact that Foata normal forms put forward an algorithmic solution for the implementation of Rule TERMREDUC, the inefficiency of the solution makes it unsuitable for practical termination checkers.

## 6 Experimental Results

The techniques presented in this paper have been implemented in a prototype tool called TerMute written in Python and C++. The inputs are concurrent integer programs written in a C-like language. TerMute may output "Terminating", or "Unknown", in the latter case also returning a lasso whose termination could not be proved. Ranking functions and invariants are produced using the method described in [24], which is restricted to linear ranking functions of linear lassos. Interpolants are generated using SMTInterpol [6] and MathSAT [7]; the validity of Hoare triples are checked using CVC4 [2].

TerMute may be run in several different modes. FOATA is an implementation of the algorithm described in Section 5. The baseline is the core counterexample-guided refinement algorithm of [25], which has been adapted to the finite-word context in order to operate on the automata fast $\$(P)$ and fast $\$(\Pi)$ of Section 4.1. All other modes are modifications of this baseline, maintaining the same refinement scheme, so that we can isolate the impact of adding commutativity reasoning. Hoare triple generalization ("HGen") augments the baseline by making solver calls after each refinement round in order to determine if edges may soundly be added to the proof for any valid Hoare triples not produced as part of the original proof. "POR" implements the persistent set technique of Section 4.2 and "OPG" is the finite-word analogue of the $\omega$-prefix
generalization in Section 3.2. TerMute can also be run on any combinations of these techniques. In what follows, we use TerMute to refer to the portfolio winner among all algorithms that employ commutativity reasoning, namely POR, OPG, POR + HGen, POR + OPG, and POR + OPG + HGen.

See [31] for more detail regarding our experimental setup and results.

Benchmarks. Our benchmarks include 114 terminating concurrent linear integer programs that range from 2 to 12 threads and cover a variety of patterns commonly used for synchronization, including the use of locks, barriers, and monitors. Some are drawn from the literature on termination verification of concurrent programs, specifically [29|34|37, and the rest were created by us, some of which are based on sequential benchmarks from The Termination Problem Database [38, modified to be multi-threaded. We include programs whose threads display a wide range of independence - from complete independence (e.g. the producer threads in Figure 1), all the way to complete dependence and demonstrate a range of complexity with respect to control flow.

Results. Our experiments have a timeout of 300 seconds and a memory cap of 32 GB , and were run on a 12 th Gen Intel Core i7-12700K with 64 GB of RAM running Ubuntu 22.04. We experimented with both interpolating solvers and the reported times correspond to the winner of the two. The results are depicted in Figure 6(a) as a quantile plot that compares the algorithms. The total number of benchmarks solved is noted on each curve. FOATA times out on all but the simplest benchmarks, and therefore is omitted from the plot.

The portfolio winner, TerMute, solves 101 benchmarks in total. It solves any benchmark otherwise solved by algorithms without commutativity reasoning (namely, the baseline or HGen). It is also faster on 95 out of 101 benchmarks it solves. The figure below illustrates how often each of the portfolio algorithms emerges as the fastest among these 95 benchmarks.


HGen aggressively generalizes the proof and consequently, it forces convergence in many fewer refinement rounds. This, however, comes at the cost of a time overhead per round. Therefore, HGen helps in solving more benchmarks, but whenever a benchmarks is solvable without it, it is solved much faster. The scatter plot in Figure 6(b) illustrates this phenomenon when HGen is added to POR + OPG. The plot compares the times of benchmarks solved by both algorithms on a logarithmic scale, and the overhead caused by HGen is significant in the majority of the cases.
Recall, from Section 4, that the persistent set algorithm is parametrized on an order over the participating threads. The choice of order centrally affects the way the persistent set algorithm works, by influencing which transitions may


Fig. 6: Experimental results for TerMute: (a) quantile plot for the throughput of each algorithm, and (b) scatter plot for the impact of thread order on efficiency.
be explored and, by extension, which words appear in the reduced program. Experimentally, we have observed that the chosen order plays a significant role in how well the algorithms work, but to varying degrees. For instance, for POR, the worst thread order times out on $16 \%$ of the benchmarks that the best order solves. For POR $+\mathrm{OPG}+\mathrm{HGen}$, the difference is more modest at $7 \%$. In practice, it is sensible then to instantiate a few instances of the TerMute with a few different random orders to increase the chances of getting better performance.

## 7 Related Work

The contribution of this paper builds upon sequential program termination provers to produce termination proofs for concurrent programs. As such, any progress in the state of the art in sequential program termination can be used to produce proofs for more lassos, and is, therefore, complementary to our approach. So, we only position this paper in the context of algorithmic concurrent program termination, and the use of commutativity for verification in general, and skip the rich literature on sequential program termination [36[11] or model checking liveness 826933.

Concurrent Program Termination. The thread-modular approach to proving termination of concurrent programs 34|0|37|35] aims to prove a thread's termination without reasoning directly about its interactions with other threads, but rather by inferring facts about the thread's environment. In 37, this approach is combined with compositional reasoning about termination arguments. Our technique can also be viewed as modular in the sense that lassos - which, like isolated threads, are effectively sequential programs - are dealt with independently of the broader program in which they appear; however, this is distinct from thread-modularity insofar as we reason directly about behaviours arising
from the interaction of threads. Whenever a thread-modular termination proof can be automatically generated for the program, that proof is the most efficient in terms of scalability with the number of threads. However, for a thread-modular proof to always exist, local thread states have to be exposed as auxiliary information. The modularity in our technique does not rely on this information at all. Commutativity can be viewed as a way of observing and taking advantage of some degree of non-interference, different from that of thread modularity.

Causal dependence [29] presents an abstraction refinement scheme for proving concurrent programs terminating that takes advantage of the equivalence between certain classes of program runs. These classes of runs are determined by partial orders that capture the causal dependencies between transitions, in a manner reminiscent of the commutativity-based partial orders of Mazurkiewicz traces. The key to scalability of this method is that they forgo a containment check in the style of module (d) of Figure 2. Instead, they cover the space of program behaviour by splitting it into cases. Therefore, for the produceronly instance of the example in Section 1, this method can scale to many many thread easily, while our commutativity-based technique cannot. Similar to thread-modular approach, this technique cannot be beaten in scalability for the programs that can be split into linearly many cases. However, there is no guarantee (none given in [29]), that a bounded complete causal trace tableau for a terminating program must exist; for example, when there is a dependency between loops in different threads that would cause the program to produce unboundedly many (Mazurkiewicz) traces that have to be analyzed for termination. The advantage of our method is that, once consumers are added to the example in Section 1, we can still take advantage of all the existing commutativity to gain more efficiency.

Similar to safety verification, context bounding [3] has been used as a way of under-approximating concurrent programs for termination analysis as well.

Commutativity in Verification. Program reductions have been used as a means of simplifying proofs of concurrent and distributed programs before. Lipton's movers 32 have been used to simplify programs for verification. CIVL [28|27] uses a combination of abstraction and reduction to produce layered programs; in an interactive setup, the programmer can prove that an implementation satisfies a specification by moving through these layered programs to increasingly more abstract programs. In the context of message-passing distributed systems [12[21], commutativity is used to produce a synchronous (rather than sequential) program with a simpler proof of correctness.

In [18|19|16] program reductions are used in a refinement loop in the same style as this paper to prove safety properties of concurrent programs. In [1819], an unbounded class of lexicographical reductions are enumerated with the purpose of finding a simple proof for at least one of the reductions; the thesis being that there can be a significant variation in the simplicity of the proof for two different reductions. In [19], the idea of contextual commutativity - i.e. considering two statements commutative in some context yet not all contexts - is introduced and algorithmically implemented. In [16|17], only one reduction
at a time is explored, in the same style as this paper. In [16], a persistent-setbased algorithm is used to produce space-efficient reductions. In [17] the idea of abstract commutativity is explored. It is shown that no best abstraction exists that provides a maximal amount of commutativity and, therefore, the paper proposes a way to combine the benefits of different commutativity relations in one verification algorithm. The algorithm in this paper can theoretically take advantage of all of these (orthogonal) findings to further increase the impact of commutativity in proving termination.

Non-termination. The problem of detecting non-termination has also been directly studied 5/23|20|130. Presently, our technique does not accommodate proving the non-termination of a program. However, it is relatively straightforward to adapt any such technique (or directly use one of these tools) to accommodate this; in particular, when we fail to find a termination proof for a particular lasso, sequential methods for proving non-termination may be employed to determine if the lasso is truly a non-termination witness. However, it is important to note that a program may be non-terminating while all its lassos are terminating, and the refinement loop in Figure 2 may just diverge without producing a counterexample in this style; this is a fundamental weakness of using lassos as modules to prove termination of programs.

## 8 Conclusion

In the literature on the usage of commutativity in safety verification, sound program reductions are constructed by selecting lexicographical normal forms of equivalence classes of concurrent program runs. These are not directly applicable in the construction of sound program reductions for termination checking, since the lexicographical normal forms of infinite traces may not be $\omega$-words. In this paper, we take this apparent shortcoming and turn it into an effective solution. First, these transfinite words are used in the design of the omega prefix proof rule (Theorem 22). They also inform the design of the termination aware persistent set algorithm described in Section 4.2. Overall, this paper contributes mechanisms for using commutativity-based reasoning in termination checking, and demonstrates that, using these mechanisms, one can efficiently check the termination of concurrent programs.
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