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## Voting

- Voting is a way to aggregate agents' preferences
- Political elections
- Movie night
- Choose a representative committee

- Recommender systems
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## Elicitation

- How to collect the preferences?
- Top votes
- Show of hands
- Ranked ballots
- Approval ballots
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- Total utility (social welfare)

- Can we make sure that the winner is close to optimal?
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## Utilitarian Model

- $C$ is the set of $m$ candidates and $V$ is the set of $n$ voters.
- Voter $i$ submits full ranking $\sigma_{i}$ over the candidates.
- $\sigma_{i}$ stems from the underlying utility function $u_{i}$ That means $u_{i}$ and $\sigma_{i}$ should be consistent.

$$
u_{i} \triangleright \sigma_{i}: c>_{i} c^{\prime} \Rightarrow u_{i}(c) \geq u_{i}\left(c^{\prime}\right) .
$$

- Voting rule $f$ gets preference profile $\vec{\sigma}=\left(\sigma_{1}, \ldots, \sigma_{n}\right)$ and outputs a distribution over the candidates.
- Unit-sum assumption: $\sum_{c \in C} u_{i}(c)=1$.


## Distortion

## Distortion

- With respect to a utility profile $\vec{u}=\left(u_{1}, u_{2}, \ldots, u_{n}\right)$ we can define


## Distortion

- With respect to a utility profile $\vec{u}=\left(u_{1}, u_{2}, \ldots, u_{n}\right)$ we can define
- Social welfare:

$$
\operatorname{sw}(\underline{y})=\sum_{i \in V} u_{i}(\underline{\text { 卢 }})
$$

## Distortion

- With respect to a utility profile $\vec{u}=\left(u_{1}, u_{2}, \ldots, u_{n}\right)$ we can define
- Social welfare:

$$
\operatorname{sw}(\underline{y})=\sum_{i \in V} u_{i}(\underline{\text { 卢 }})
$$

- Optimal candidate:

$$
\mathrm{opt}=\operatorname{argmax} \operatorname{sw}(c)
$$

$$
c \in C
$$

## Distortion

－With respect to a utility profile $\vec{u}=\left(u_{1}, u_{2}, \ldots, u_{n}\right)$ we can define
－Social welfare：

$$
\operatorname{sw}(\underline{y})=\sum_{i \in V} u_{i}(\underline{\text { 卢 }})
$$

－Optimal candidate：

$$
\mathrm{opt}=\operatorname{argmax} \operatorname{sw}(c)
$$

$$
c \in C
$$

－Approximation ratio：

$$
\operatorname{Apx}(\underline{女})=\frac{\operatorname{sw}(\text { opt })}{\operatorname{sw}(\underline{\text { 呆 }})}
$$

## Distortion

- With respect to a utility profile $\vec{u}=\left(u_{1}, u_{2}, \ldots, u_{n}\right)$ we can define
- Social welfare:

$$
\operatorname{sw}(\underline{\underline{x}})=\sum_{i \in V} u_{i}(\underline{\underline{x}})
$$

- Optimal candidate:

$$
\mathrm{opt}=\underset{c \in C}{\operatorname{argmax}} \operatorname{sw}(c)
$$

- Approximation ratio:

$$
\operatorname{Apx}(\underline{女})=\frac{\operatorname{sw}(\text { opt })}{\operatorname{sw}(\underline{\text { 呆 }})}
$$

- Distortion: worst-case approximation ratio of the winner determined by a voting rule


## Distortion

- With respect to a utility profile $\vec{u}=\left(u_{1}, u_{2}, \ldots, u_{n}\right)$ we can define
- Social welfare:

$$
\operatorname{sw}(\underline{y})=\sum_{i \in V} u_{i}\left(\underline{女_{X}}\right)
$$

- Optimal candidate:

$$
\mathrm{opt}=\operatorname{argmax} \mathrm{sw}(c)
$$

$$
c \in C
$$

- Approximation ratio:

$$
\operatorname{Apx}(\underline{\text { 呆 }})=\frac{\operatorname{sw}(\text { opt })}{\operatorname{sw}\left(\underline{y_{x}}\right)}
$$

- Distortion: worst-case approximation ratio of the winner determined by a voting rule

$$
\operatorname{dist}(f)=\max _{\vec{u} \triangleright \vec{\sigma}} \operatorname{Apx}(f(\vec{\sigma}))=\max _{\vec{u} \triangleright \vec{\sigma}} \mathbb{E}_{c \sim f(\vec{\sigma})}[\operatorname{Apx}(c)]
$$
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a


- Extreme cases: $\alpha \simeq 1, \alpha=0$
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|  | No Intensities $\pi_{i}=(\succ, \succ, \ldots, \succ)$ | Top Decisive $\pi_{i}=(\gg,>, \ldots,>)$ | Uniform Decisive $\pi_{i}=(\gg, \gg, \ldots, \gg)$ |
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| Ramdomized | $\Theta(\sqrt{m})$ <br> Stable lottery rule | $\Theta\left(\frac{\alpha m+1}{\alpha \sqrt{m}+1}\right)$ <br> Decisive SLR | $\Omega\left(\min \left(\sqrt{m}, \frac{1-\alpha^{m}}{1-\alpha}\right)\right)$ |

## Price of Ignorance

## Price of Ignorance

-What do we loose (in terms of distortion) if we ignore intensities?

## Price of Ignorance

-What do we loose (in terms of distortion) if we ignore intensities?

- Intensity aware optimal:


## Price of Ignorance

-What do we loose (in terms of distortion) if we ignore intensities?

- Intensity aware optimal:

$$
\mathrm{opt}_{\alpha}^{\mathrm{aw}}((\vec{\sigma}, \vec{\pi}))=\underset{x \in \Delta(C)}{\operatorname{argmin}} \operatorname{dist}_{\alpha}(x,(\vec{\sigma}, \vec{\pi}))
$$

## Price of Ignorance

-What do we loose (in terms of distortion) if we ignore intensities?

- Intensity aware optimal:

$$
\operatorname{opt}_{\alpha}^{\mathrm{aw}}((\vec{\sigma}, \vec{\pi}))=\underset{x \in \Delta(C)}{\operatorname{argmin}} \operatorname{dist}_{\alpha}(x,(\vec{\sigma}, \vec{\pi}))
$$

- Price of Ignoring Intensities (POII):


## Price of Ignorance

-What do we loose (in terms of distortion) if we ignore intensities?

- Intensity aware optimal:

$$
\operatorname{opt}_{\alpha}^{\mathrm{aw}}((\vec{\sigma}, \vec{\pi}))=\underset{x \in \Delta(C)}{\operatorname{argmin}} \operatorname{dist}_{\alpha}(x,(\vec{\sigma}, \vec{\pi}))
$$

- Price of Ignoring Intensities (POII):

$$
\operatorname{POII}((\vec{\sigma}, \vec{\pi}), \alpha)=\min _{x \in \Delta(C)} \frac{\operatorname{dist}_{\alpha}(x,(\vec{\sigma}, \vec{\pi}))}{\operatorname{dist}_{\alpha}\left(\operatorname{opt}_{\alpha}^{\mathrm{aw}}((\vec{\sigma}, \vec{\pi})),(\vec{\sigma}, \vec{\pi})\right)}
$$

## Price of Ignorance

-What do we loose (in terms of distortion) if we ignore intensities?

- Intensity aware optimal:

$$
\operatorname{opt}_{\alpha}^{\mathrm{aw}}((\vec{\sigma}, \vec{\pi}))=\underset{x \in \Delta(C)}{\operatorname{argmin}} \operatorname{dist}_{\alpha}(x,(\vec{\sigma}, \vec{\pi}))
$$

- Price of Ignoring Intensities (POII):
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## Future Directions

- Randomized rule for uniform decisiveness: $\pi_{i}=(\gg, \gg, \ldots, \gg)$
- POI[X]: Price of ignorance could be defined for any information
- Abstention
- Strategic voting
- Voter's distributions
- Decisive preferences in other settings

