
CSC456-2306F High-Performance Scientific Computing Fall 2022

Lecturer : Christina C. Christara

Lectures : Tuesday 1-3pm, Room BA 1230

Tutorial : Thursday 2-3pm, Room BA 2165 (tutorials will be used for lectures)

Office Hours : Tuesday 3:30-4:30pm, Room BA 4226, other hours by appointment

Web site : http://www.cs.toronto.edu/˜ccc/Courses/456.html

Bulletin board : https://bb-2022-09.teach.cs.toronto.edu/c/csc456

Topics to be covered

• Introduction

Parallel architectures, communication complexity; Speedup, efficiency

Simple examples: inner product, matrix-vector multiplication, total exchange

Performance study

• Linear systems - Direct methods

Gauss elimination, LU factorisation, Cholesky decomposition, back substitution

Banded systems; Cyclic reduction; Partitioning methods

• Linear systems - Iterative methods

Jacobi, Gauss Seidel, SOR, SSOR and conjugate gradient methods

Preconditioning; Sparse linear systems; Multicolouring

Asynchronous iterations

• Partial Differential Equations

Schur complement - domain decomposition method

Schwarz splitting - domain decomposition method

Multigrid method

Fast Fourier Transform methods

• Interpolation

Deboor decomposition

Aims of course

Introduce the basic concepts in parallel computation and state-of-the-art scientific computing.

Formulate parallel numerical methods.

Implement the above methods on specific parallel architectures.

Study the performance of methods and machines.

Offer lots of fun.

Prerequisites

• Elementary calculus: Taylor series, Rolle’s theorem, mean value theorem, graphs of functions, continuity, con-

vergence, de l’ Hospital’s rule, partial derivatives, etc.

• Numerical Linear Algebra (included in CSC336): rough knowledge of direct methods for solving linear sys-

tems; some familiarity with sparse matrices; fluency in matrix and vector manipulation.

• Interpolation (included in CSC336 or CSC436): some knowledge on interpolation.

• Partial Differential Equations: minimal knowledge on PDEs.

• Theory of Computer Algorithms: some knowledge on data structures, computer algorithms and computational

complexity.

• Programming: proficiency in some conventional programming language, preferably C/C++ or FORTRAN;

knowledge of MATLAB is useful but not necessary.

Tentative marks distribution

Assignment 1 Due Tuesday, October 11 20%

Term test Tuesday, October 25 30%

Assignment 2 Due Tuesday, November 15 25%

Assignment 3 Due Thursday, December 8 25%

• Must get at least 30% in each of the assessments; can’t

skip any

• Term tests (and final exam, if any): Calculators and this

course’s materials are the only aids permitted.

• The assignments include substantial computer work.

• Assignments are expected to look like short reports, i.e.,

the presentation of the subject counts too.

The final marks distribution will be confirmed in 3 weeks.
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Late assignment policy

Assignments are due the day and time posted. Assignments submitted late have a reduction of marks based on the maxi-

mum total marks the assignment could get, had it been submitted on time (and not on the total marks the assignment

actually got). Each day costs 10%, to a maximum of 3 days. Assignments submitted later than 3 days after the due date

do not receive any marks. Weekends and holidays count as regular days for the purpose of late assignment policy.

Academic integrity

Assignments, homeworks and exams must be your own individual work and using only course materials. While stu-

dents at your level are well aware of what academic integrity means, please note that violating academic integrity

includes more things than presenting others’ work as one’s own. For example, not taking reasonable measures to protect

your work from being plagiarized by others is also a violation of academic integrity. This is becoming particularly

important now that so many things are online.

You should never post anywhere or share with anyone assignments, exams, questions or solutions, even after the dead-

line.

Additional information

Assignments will be submitted electronically; details to be given with each assessment.

Assignments will be (highly preferably) typed in latex. A template is given in the course website. Other document pro-

cessors are acceptable, as long as they produce pdf output. If an assignment is very cleanly handwritten and scanned on

a proper scanner as a single pdf file, and not photographed, then it is also acceptable. Photographed assignments will

receive 0 marks.

Exams will be handwritten and in-person.

Must get at least 30% in each of the assessments; can’t skip any

For office hours in person, please wear a mask before entering the room. Office hours are for individual students, not for

groups of students.
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