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Abstract

The software refactoring process is intended to enhance the quality of a software, by improving its understandability, performance etc. We adopt the framework of [24] in order to model and analyze software qualities, to determine what software refactoring transformations are most appropriate. In addition, we use software metrics in order to evaluate the qualities of a software system quantitatively. Our framework adopts and extends work reported in [27].

1 Introduction

Martin Fowler [10] defines software refactoring as “the process of changing a software system in such a way that it does not alter the external behavior of the code yet improves its internal structure”. “Improvements to its internal structure” amount to improvements to the quality of the software system (also known as non-functional requirements). Examples of such improvements are “making the code easier to understand and cheaper to modify”. Fowler’s refactoring framework was proposed mainly for improving understandability and modifiability. However, the idea can also be applied to other qualities [24], such as performance, security, usability and more. In this work we focus on optimization transformations as a refactoring process for improving performance.

Software optimizers often focus on a single quality – performance. In software engineering practice, however, performance is just one software quality to be refactored. In most cases, other desired qualities – such as maintainability, reusability, robustness, testability, code simplicity, safety and privacy – maybe as important as performance, and may even have higher priorities.

In reality, not all soft-goals can be fully satisfied at the same time. For example, to improve performance, the code often becomes unnecessarily complex and therefore harder to maintain, or vice versa. Generally, trade-offs are often required when the qualities of interest are conflicting. The task of finding a “good enough” solution to the satisfaction of a set of qualities is actually similar to the problem of finding a Pareto-optimal solution in operation research [25, 17] or for the designers in CAD [12, 3]. In such a setting, the degree of satisfaction of a quality is best defined in terms of constraints, which can be further quantified using probabilities, fuzzy sets, or cost functions.

In this study, we adopt the framework proposed in [24] for modeling and analyzing software qualities. In this framework, qualities and the factors that affect them are modelled in terms of soft-goals. Moreover, the factors that affect each quality are represented in terms of a soft-goal interdependence graph (SIG). For this work, we focus on performance and code complexity by first surveying a number of optimizing transformations and several related complexity metrics, and then confirm their effectiveness through a clustering analysis using a number of metrics for benchmark programs. By associating metrics to soft-goals, it is possible to pinpoint conflicts among soft-goals. This identification is helpful in trade-off determination. Using a case study, we show how an incomplete SIG can be used to satisfy top-level soft-goals towards either or both performance and code simplicity.

2 The software refactoring model

According to Fowler [10], the refactoring process is composed of a number of small transformation steps: “while each refactoring step is simple, yet the cumulative effect of these small changes can radically improve the design”. This is one of the keys to the success of the software refactoring process. However, we need a formal framework for selecting among many possible small steps, also to determine
its effect on different qualities.

Let \( P \) denote a set of programs or program units that are the subject of the refactoring and let \( R \) be the real number set. Then \( X = \{ x : P \rightarrow R \} \) denotes a set of quantitative metrics that measure things such as clockticks, number of instructions, number of memory access instructions, number of misses at L1 or L2 cache, McCabe complexity metrics, Halstead metrics of length and volume.

Let \( T = \{ t : P \rightarrow P \} \) be a set of refactoring transformations. also, let \( G = \{ g : P \rightarrow [0, 1] \} \) be a set of soft-goals for evaluating a program to some degree, thus they can be evaluated based on associated quality metrics \( Q = \{ q : \{ x(p) | p \in P \} \rightarrow [0, 1] \} \).

Finding the best transformation for a single soft-goal associated quality metric \( q \) can be done by comparing the measured value of \( q \). For each soft-goal \( g \in G \) and its associated quality metric \( q \in Q \), there are a set of positive transformations \( T_+(q) \subset T \) and a set of positive programs \( P_+(q) \subset P \) such that \( q(x(t(p))) < q(x(p)) \) for \( t \in T_+(q), p \in P_+(q) \). Similarly there are negative and irrelevant transformations for certain programs.

Multiple soft-goals, however, may have non-overlapping positive cases, in other words, there is a possible transformation \( t \) such that \( t \in T_+(q_1) \land t \in T_-(q_2) \lor t \in T_-(q_1) \land t \in T_+(q_2) \).

From \( n \) soft-goals, a quality space \([0, 1]^n\) can be formed by their associated quality metrics\(^1\). Each program is thus projected to a point in this space, while a transformation is a vector moving one point of the program to another point of the transformed program in the space.

The satisfaction of soft-goals can be represented as meeting the constraints on the qualities. While the satisfaction of a single soft-goal is judged by limiting a segment of one associated quality metric values, the satisfaction of multiple soft-goals can be judged by confining a region in the quality space. We call this confined region as a satisfiable region\(^2\). When a program is already projected inside the satisfiable region, no refactoring is necessary. Otherwise, a sequence of transformations is necessary to bring the qualities of the program into this region.

In principle, any transformation can change a program into another program, corresponding to a vector that goes from one point to another in the quality space. Better vectors go to the satisfied region more directly, while worse vectors go to the opposite direction; still another set of vectors can improve parts of the soft-goals, while harming others.

Because of the limitation in the available transformation as well as algorithms confined by the problem or functional requirements, the refactoring path often has to stop when reaching a physical Pareto-curve\(^2\). That means any direction or transformation can not lead to a better solution according to all objectives. Given solutions on the Pareto-curve, still one can weight them according to the priority of the soft-goals. Unlike Pareto-optimization, refactoring processes need not approach the Pareto-optimal curve if the soft-goal satisfiable region is already reached, they just need to be satisfied.

As quality metrics may depends on each other,

---

\(^1\)Here \([0, 1] \) is adopt conveniently, one can use any ordinal region as long as the quality metric is comparable in consistent with the satisfactoriness of the soft-goal, that is, \( x_1 < x_2 \) if and only if \( q(x_1) < q(x_2) \).

\(^2\)So we can say that at this point that the soft-goals have been “satisfied”\(^2\).
some soft-goals may depend on the satisfaction of others to be satisfied. A soft-goal \( g \) may depend on \( g_1, \ldots, g_k \) if the quality metric associated with \( g \) is a function of the other quality metrics with \( g_1, \ldots, g_k \). Even when the function is implicit, the soft-goal dependences can still be encoded in a hierarchical soft-goal interdependence graph (SIG) [24] qualitatively. In addition to the qualitative SIG, each soft-goal dependence carries a weight to determine how much does the parent soft-goals rely on the soft sub-goal [11]. The weights can be very precise when the dependence link is known for the given program; they can also be imprecise when an average of possible values are given for a group of programs for a group of transformations.

In the Soft-goal Interdependence Graph (figure 2), nodes without out-degree are operational soft-goals, i.e., refactoring transformations. Among the transformations, there is also a hierarchy of cascading transformations.

Along with the SIG, a transformation decision tree can also extracted from the quality space view (figure 6). Starting from the original program \( p \) as the root of the decision tree, each applicable transformation leads to a new decision point for further selection of suitable transformations, until it proceeds to the satisfiable region. In refactoring guided by the SIG, we decompose the soft-goals into sub-soft-goals which are satisfiable by a subset of the transformations correspondingly. This process coincides with the decomposition of a transformation hierarchy that also limits the transformations to suitable ones. Since it is done incrementally, a satisfiability of all the soft-goals is the termination condition for the refactoring process.

### 3 Modelling performance and complexity

There are practical non-functional requirements to improve the speed of software (performance) and reduce the software complexity in code. Achieving the performance soft-goal reduces the operational cost while achieving the code simplicity soft-goal reduces the develop and maintenance cost [20].

For a given problem, an algorithm with less computational complexity can achieve higher performance with regard to the problem size; an implementation can do better than another if the computation resources (CPU, memory) are used more efficiently. This section establish a soft-goal interdependence graph for the possible conflicting higher performance and lower code complexity soft-goals and show the quantitative evidence for improving the time performance and reducing the code complexity.

#### 3.1 Higher time performance

A decomposition of time performance soft-goal is shown in figure 2.

To achieve higher performance, both hardware and software improvements are useful. In the context of software refactoring, we consider mostly on the software improvements, while they improve because they make the programs fit better to the hardware platform. Therefore, the hardware possibilities such as faster CPU, multiprocessors, faster memory, larger cache with higher associativity are reflected by the refactoring techniques aiming to exploit the potentials. Therefore most soft-goals for software refactoring have corresponding hardware constraints as well. For example, more CPU required to implement parallelism, which can be improved by loop partitioning transformations [4, 7, 31]; enlarging cache size often resolve capacity cache misses while loop transformations like tiling and fusion helps to shorten the stack reuse distances [6] so as to avoid capacity misses for a given cache size [28, 23, 6], etc. Therefore in most cases, without considering the cost of hardware or the cost of software optimization, they are both positive alternatives to reach the performance soft-goal.

In order to obtain higher time performance, one needs to know where the time is spent in a program. There are basically three patterns of time distributions.

- **Sequential distribution.** Given two tasks run one after another sequentially, the total time spent is \( T = T_1 + T_2 \). For example, the program execution time can be decomposed into “computation” and “data communication” time. The former corresponding to the calculation involving ALU instructions, the latter involves memory access, I/O operations and bus/network communication delay [14]. The distribution pattern can also applies to cumulative numbers relating to time. For example the total number of cache misses is the sum of capacity, conflict and cold misses, etc [1, 15].

- **Parallelism distribution.** Given two tasks that can run in parallel, the total time spent is \( T = \)
Figure 2: A soft-goal interdependence graph decomposed for time performance. The thinner cloud nodes are soft-goals while the heavier cloud nodes are operational soft-goals. The solid arrows reflect top-down decomposition of the soft-goal into “And”, “Or” or supporting soft subgoals such as “Make(++)” and “Help (+)”. The dashed arrows reflect correlational links between soft-goals on different decomposition paths to represent both positive and negative (“Hurt(−)/Break(−−)”) contributions.
max(T₁, T₂). For example, the parallel execution time depends on the critical dependency path in which the program can not finish until the longest subtask is done. The parallelism has different granularity such as tasks, loop iterations and instructions, they are classified as MIMD or SIMD respectively [9].

- **Redundancy distribution.** A task can be redundantly executed and the first finished execution will allow the completion of the task, thus the total time spent is T = min(T₁, T₂). For example, the cache and main memory are two redundant units for memory access, the CPU looks for the data in the cache, if it is found, then the delay is cache access time, otherwise a much longer memory access time is paid for a cache miss. Reducing the ratio of cache miss will thus improve time performance [5, 14].

Each of the distributions has an associated metric such as time, number of misses, parallelism etc. which will be associated with a quality metric for a certain soft-goal, such as reducing time, reducing number of misses, increasing parallelism. Difference transformations helps each sub-sof-goal differently, meanwhile the time distribution gives weights to the sub-sof-goals to determine which category of transformations are better for achieving the softgoal. This is known as the “80-20” percent rule. Identifying major players in the distribution (hot spots) helps to focus on suitable transformations that are more rewarding.

Many software optimization techniques were proposed by interactively studying benchmark programs [8], then were generalized into automatic compiler transformations [4]. Still quite some performance tuning transformations are not easy to achieve without good interactive programming tools [18, 32, 30]. In both automatic and interactive processes, the rationale of choosing suitable transformations are guided by soft-goals.

The use of compilers and programming tools alleviate the burden for code generation and transformation, however, the resulting code can be more complex for maintaining and understanding.

### 3.2 Less code complexity

Code complexity has effects on how difficult to test and to maintain, while good testability and maintainability lead to less defect rate. Thus it is an important soft-goal to reduce code complexity. In the software engineering literature, there are some code complexity metrics, such as McCabe’s cyclomatic number V(G) = e - n + 2 [22], Halstead’s software science metrics [13] or others. The Halstead’s metrics n₁ and N₁ are the number of unique operators and total number of operators, n₂ and N₂ are the number of unique operands and total number of operands respectively; let N = N₁ + N₂ and n = n₁ + n₂, L = N + n is the length of the symbol table, N log₂ n is the volume of the information content. Their interdependent relationships are shown in figure 3. According to experiments [20], these factors are the most related to the maintainability.

Consider the “fewer operations” soft-goal in the performance SIG (figure 2). There are both positive and negative links correlational to “fewer operations”. They are correlational because they are not direct evidence to support the parent soft-goals. However, once the link between “LOC” and ”code size” and “information content” are certain in the code complexity SIG model, it is clear that some software optimization transformations do increase the code complexity metrics.

As far as various performance optimization techniques are concerned, hardware measures have almost no influence on the code complexity. However, some software techniques such as dataflow partitioning would severely increase the LOC. On the contrary, some techniques like dead code elimination could reduce the LOC. Loop transformations [4, 7, 2] and software pipelining [19] perform the same number of iterations with more control structures which requires only some book keeping statements (higher information contents). Still some software techniques like loop permutation [29] and
array padding [2] do not increase code complexity at all. Figure 4 presents the joint picture of the correlational links between software optimization techniques and the software code complexity metrics.

As quality metrics, we have chosen execution time ratio for the high performance soft-goal and the average of McCabe’s and Halstead’s complexity metrics ratio for the low complexity soft-goal. We have applied these quality metrics in an experiment performed on a small program. The advantages of our approach are two-fold, 1) the refactoring practice leads to gain experience in constructing and improving the SIG; 2) an established and reasonable SIG can be used to estimate metrics and guide refactoring practice in the long run.

4 Experiments

The experiments are given to show two possibilities: 1) how to setup a reasonable SIG model from the metrics; 2) evaluate the fulfillment of the soft-goals on the quality space quantitatively.

First we evaluated 10 metrics for the 10 programs in SPECfp95 benchmarks [8]. Each benchmark program forms a sample for the statistical clustering analysis. The first 5 metric vectors are gathered using the hardware counters on a 1.2GHz Pentium4 processor with 128MB memory; the last 5 metric vectors are gathered using Datrix[16] from the programs converted by F2C. The measure of each metric forms a vector of values from the 10 programs. We first normalized the elements of each vector with values range [a,b] into a vector with value range [0,1] by a linear function $f(x) = (x-a)/(b-a)$. The Euclid distance between two metric vectors are used in the clustering analysis. The resulting clusters distinguish the performance metrics and the complexity metrics and also shows which metrics are statistically closer in Euclid distance to each other, as shown in figure 5.

Once the SIG has been set up from experience, it can be applied to software refactoring process to select right transformations accordingly. As a starting point, we consider the following Fortran program for multiplying two matrices $A \in R^{m \times l}$ and $B \in R^{l \times n}$ into a matrix $C \in R^{m \times n}$.

To compare the code at the same abstraction level, we do not include the simplest code using a single matrix multiplication operator in Matlab language; also we do not consider the fastest code such as calling an assembly library function.

In our experiment, we also do not consider hardware changes which have no direct impact on software complexity. Here we list the hardware parameters of the experiment computer: 1.2GHz Intel Pentium 4-M CPU which has a 8KB 4-way associative L1 cache with 64 bytes per cache line and a 512 KB 8-way associative L2 cache with 32 bytes per cache line; the main memory has 128MB. The compiler being used for generating executable is GNU G77 3.2 with -O3 optimization options.

Using VTune, it shows that "cache misses" is a bottleneck for performance because the L2 miss over number of load instructions is very high. However, the measurement are not enough to decide which refactoring should be made. Another factor to consider in refactoring is the multiple soft-goals, the general aim of the refactoring. For example, the aim can be expressed as "apply transformations to speedup the program 20 times without sacrificing the code complexity 4 times". One needs to consult a refactoring SIG like the one in figure 4.

In the first step of refactoring process, we consider what operational soft-goals are applicable. Fixed hardware platform and algorithm already limit us to the “better code” subcategory in figure 2. Initially we consider five applicable transformations to this program.

Loop unrolling Hardware configuration constraints applicable transformation. For example, although there are abundant potential parallelism for loop I and J as visualized in [32], we do not need to consider loop parallelization. On the other hand, loop unrolling helps scheduling the iterations in a pipeline inside the CPU. For example, unrolling the I-loop leads to the following program.

```fortran
real*8 A(512,512),B(512,512),C(512,512)
M = L = N = 512
do i = 1, M, 4
    do j = 1, L
        do k = 1, N
            C(i,k) = C(i,k) + A(i,j) * B(j,k)

It performs better than the original code also because of better spatial locality reduces cache misses. However, as a result of loop unrolling, the software
Figure 4: This combined SIG correlates some operational soft-goals in figure 2 with those in figure ??.

Figure 5: The cluster analysis of metrics measurements derives a SIG.
complexity increases because additional assembly instructions were introduced which violates the low complexity soft-goal.

**Loop tiling** Loop tiling helps to resolve cache misses bottleneck, for example, three additional loops can be constructed to make the innermost loops concentrating on calculation.

```fortran
real*8 A(512,512), B(512,512), C(512,512)
do i = 1, M, B1
do j = 1, L, B2
do k = 1, N, B3
  do ib = i, min(i+B1, M)
    do jb = j, min(j+B2, L)
      do kb = k, min(k+B3, N)
        C(ib,kb) = C(ib,kb) + A(ib,jb) * B(jb,kb)
      enddo
    enddo
  enddo
enddo
doi = 1, M, B1
doj = 1, L, B2
do k = 1, N, B3
enddo
doi = 1, M, B1
doj = 1, L, B2
do k = 1, N, B3
enddo
```

Here B1, B2, B3 are called blocking or tile size. The tile size selection is followed by the algorithm in [28, 23].

After the tiling, however, three additional loops added to the complexity of code.

**Array padding and loop permutation** Array padding is to enlarge the size of the array declaration without touching the control code, loop permutation is to change the nesting order of the loops. They can both be applied here.

```fortran
real*8 A(515,515), B(515,515), C(515,515)
do k = 1, N
doj = 1, L
do i = 1 , M
  C(i,k) = C(i,k) + A(i,j) * B(j,k)
enddo
doi = 1, M, B1
doj = 1, L, B2
do k = 1, N, B3
enddo
doi = 1, M, B1
doj = 1, L, B2
do k = 1, N, B3
enddo
```

They are good for performance because padding an array can separate stack reuse distance farther from the power of two; and permute the loop nest order from (i,j,k) to (k,j,i) can shorten the stack reuse distance and better exploit spatial locality. Meanwhile, the code has the same simplicity as the original code.

**Register allocation** The register allocation put a temporary variable in register to simplify the calculation.

```fortran
real*8 A(512,512), B(512,512), C(512,512)
real*8 TA, TC
do i = 1 , M
  do j = 1, L
    TA = A(i,j)
    TC = 0
    do k = 1, N
      TC = TC + TA * B(j,k)
      C(i,k) = C(i,k) + TC
    enddo
  enddo
enddo
do i = 1 , M
  do j = 1, L
    TA = A(i,j)
    TC = 0
    do k = 1, N
      TC = TC + TA * B(j,k)
      C(i,k) = C(i,k) + TC
    enddo
  enddo
enddo
do i = 1 , M
  do j = 1, L
    TA = A(i,j)
    TC = 0
    do k = 1, N
      TC = TC + TA * B(j,k)
      C(i,k) = C(i,k) + TC
    enddo
  enddo
enddo
```

Besides the above transformations, in experiment we also investigated the impact of different optimization techniques such as dynamic memory allocation, dot-product.

Table 4 shows the measured results for the programs after applying individual and combined transformations.

Using the above experiment data, the log scale view of the quality space of time and complexity indices are shown in figure 7.

There are techniques that improves one but severely do harm to the other, while other techniques provides net improvement to both soft-goals. The decision maker can choose the one suited for the intention. Figure 6 shows five major transformations as decision making alternatives. It is based on the initial soft-goals as "apply transformations to speedup the program 20 times without sacrificing the code complexity 4 times", which is indicated as shadowed region in figure 7.

After go-through of the performance soft-goal, one can decide four transformations except for register allocation are among the first choices. The register allocation does not show good because for simple code, a compiler has done the job. As shown later when the code becomes more complex, even the compiler can not do register allocation well, so register allocation will be reconsidered in alter steps. After considering the complexity sub-goal, one can rule out unrolling because it does harm to complexity.

As shown in figure 7, none of them meet all the above soft-goals at once. One can further explore the possibilities of further transformations until all of them are satisfiable. In the second step, one can consider the array padding, loop permutation and loop tiling further to the previous transformations. Note after loop tiling, loop unrolling and register allocation becomes possible to choose because they do less harm to the complexity of already tiled program.

5 Related work

The software refactoring explained by Martin Fowler [10] emphasizes understandability and maintainability which is one of the non-functional requirements. In his book, performance is already an issue which has been delegated to a separate optimization process. Because an optimization process can also be traced by a sequence of small transformation steps, we combine it with the maintainabil-
Table 1: For the programs after the numbered transformations and the composition of these transformations, performance metrics such as clock-ticks, instructions, loads, L1, L2 cache misses are measured using Intel VTune, and the code complexity metrics such as McCabe’s V(G), Halstead’s length and volume are gathered from the C programs converted by f2c using AT&T Datrix. The time ratio is derived from the clock-ticks, the complexity ratio is derived from the average of three ratios of V(G), length and volume in comparison to the original program: 
\[ C(i) = \left( \frac{V_G(i)}{\max\{V_G(i)\}} + \frac{\text{volume}(i)}{\max\{\text{volume}(i)\}} + \frac{\text{length}(i)}{\max\{\text{length}(i)\}} \right)/3. \]
The last two columns are plot at log scale in figure 7.

<table>
<thead>
<tr>
<th>program</th>
<th>clockticks</th>
<th>v(g)</th>
<th>length</th>
<th>volume</th>
<th>time ratio</th>
<th>complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>t0: original</td>
<td>72459721152</td>
<td>4</td>
<td>106</td>
<td>530</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>t1 :padding(515,515)</td>
<td>6831847185</td>
<td>4</td>
<td>106</td>
<td>530</td>
<td>0.0943</td>
<td>1.0000</td>
</tr>
<tr>
<td>t1’:padding(525,512)</td>
<td>6632600832</td>
<td>4</td>
<td>106</td>
<td>530</td>
<td>0.0915</td>
<td>1.0000</td>
</tr>
<tr>
<td>t2 :permutation(k,j,i)</td>
<td>1430998290</td>
<td>4</td>
<td>106</td>
<td>530</td>
<td>0.0197</td>
<td>1.0000</td>
</tr>
<tr>
<td>t3 :tiling (18,17,20)</td>
<td>5013512820</td>
<td>7</td>
<td>195</td>
<td>1,045</td>
<td>0.0692</td>
<td>1.8536</td>
</tr>
<tr>
<td>t3’:tiling (104,104)</td>
<td>3125096604</td>
<td>6</td>
<td>166</td>
<td>877</td>
<td>0.0431</td>
<td>1.5738</td>
</tr>
<tr>
<td>t3” :tiling (12,12,12)</td>
<td>5781810670</td>
<td>7</td>
<td>195</td>
<td>1,045</td>
<td>0.0798</td>
<td>1.8536</td>
</tr>
<tr>
<td>t3”’:tiling (5,5,5)</td>
<td>9446102100</td>
<td>7</td>
<td>195</td>
<td>1,045</td>
<td>0.1304</td>
<td>1.8536</td>
</tr>
<tr>
<td>t4 :unroll4(i)</td>
<td>17564822896</td>
<td>4</td>
<td>233</td>
<td>1,195</td>
<td>0.2424</td>
<td>1.8177</td>
</tr>
<tr>
<td>t4 :unroll4(j)</td>
<td>17570702513</td>
<td>4</td>
<td>233</td>
<td>1,195</td>
<td>0.2425</td>
<td>1.8177</td>
</tr>
<tr>
<td>t4 :unroll4(k)</td>
<td>73102904927</td>
<td>4</td>
<td>233</td>
<td>1,195</td>
<td>1.0089</td>
<td>1.8177</td>
</tr>
<tr>
<td>t5 :register alloc.</td>
<td>72590938880</td>
<td>4</td>
<td>111</td>
<td>560</td>
<td>1.0018</td>
<td>1.0345</td>
</tr>
<tr>
<td>t6 :dynamic alloc.</td>
<td>5011374152</td>
<td>4</td>
<td>161</td>
<td>766</td>
<td>0.0692</td>
<td>1.3211</td>
</tr>
<tr>
<td>t7 :dot prod.</td>
<td>27194780968</td>
<td>5</td>
<td>197</td>
<td>1,088</td>
<td>0.3753</td>
<td>1.7205</td>
</tr>
<tr>
<td>t1 , l2</td>
<td>1321067280</td>
<td>4</td>
<td>106</td>
<td>530</td>
<td>0.0182</td>
<td>1.0000</td>
</tr>
<tr>
<td>t1 , l2 , t3 , t4 k</td>
<td>981540803</td>
<td>7</td>
<td>298</td>
<td>1,637</td>
<td>0.0135</td>
<td>2.5497</td>
</tr>
<tr>
<td>t1 , l2 , l3 , t4 k , t5</td>
<td>1112412480</td>
<td>7</td>
<td>276</td>
<td>1,525</td>
<td>0.0154</td>
<td>2.4101</td>
</tr>
<tr>
<td>t3 , t4 k</td>
<td>4723359576</td>
<td>7</td>
<td>322</td>
<td>1,779</td>
<td>0.0652</td>
<td>2.7145</td>
</tr>
<tr>
<td>t4 i , t4 j</td>
<td>4746177810</td>
<td>4</td>
<td>774</td>
<td>3,970</td>
<td>0.0655</td>
<td>5.2642</td>
</tr>
<tr>
<td>t4 k , t4 k</td>
<td>72670252644</td>
<td>4</td>
<td>737</td>
<td>4,071</td>
<td>1.0029</td>
<td>5.2112</td>
</tr>
<tr>
<td>t1 , l2 , l3 , t4 i , t4 j , t5</td>
<td>677087540</td>
<td>8</td>
<td>1117</td>
<td>6,752</td>
<td>0.0093</td>
<td>8.4255</td>
</tr>
<tr>
<td>t1 , l2 , l3 , l3 i , t4 j , t5</td>
<td>985466160</td>
<td>15</td>
<td>1928</td>
<td>12,485</td>
<td>0.0136</td>
<td>15.1652</td>
</tr>
</tbody>
</table>
Figure 6: Two steps of refactoring are shown. Each step first identify the applicable tasks (operational soft-goals) for the given program (context), then decide which tasks are appropriate for performance and complexity. The weight given to a branch results from multiplying the distribution weight through measurement with the soft-goal dependence weight through quantified SIG.

Figure 7: For the example programs, the quality space with time performance and code complexity indices are shown at log scale. Each program in table 1 is projected to a point in the space, each transformation produces an arrow from the program to another. It is clear that array padding, loop permutation, tiling and unrolling are effective optimizations when used properly, however, the last two increase complexity.
ity refactoring process and propose multi-soft-goal refactoring for non-functional requirements.

The non-functional requirement framework proposed by John Mylopoulos [24] is a reasoning facility to find supporting evidence for a given non-functional requirement soft-goal under functional requirement constraints. It was provided as a qualitative way of representing the incomplete knowledge of the non-functional requirements through soft-goals. The quantitative extension of the framework has been proposed either using Bayesian probability model [11] or Zadeh's fuzzy set model [21].

Ladan Tahvildari et al's work [27] first applied the NFR reasoning for comparing performance and maintainability of OO software in judging design patterns. It emphasizes more on the comparison of design patterns on maintainability issue, while this paper focus more on the performance tuning issue. In order to make the trade-off between the two issues clear, we plot the metrics in an quality space so that the refactoring process can be traced as one of the paths going to the satisfiable region.

One of the most studied problem in multi-objective or multi-criteria decision making is how to find non-inferior or Pareto-optimal solutions as multi-objective optimization requires [26]. When the underlying cost functions are implicit and the quality space is huge, it is not an easy task to find all the non-inferior solutions. In our case, finding a satisfiable solution in the refactoring process takes less computation than finding the non-inferior set (or Pareto-curve in 2D cases) because the search may terminate quicker. Since refactoring is an iterative incremental methodology, a non-optimal solution can be satisfiable already at a certain refactoring phase. The small steps philosophy makes it more flexible to the requirement changes.

For the successful maintainability refactoring process, the tool support is desirable to carry out tedious simple tasks for each refactoring step. For the successful performance refactoring process, a compiler is necessary to carry out tedious program transformations. Therefore an automated tool is ideal for the refactoring. However, it is still believed for more than a decade that compiler transformations need to be guided by interactive intuition of programmers [18] with the support of programming tools [32, 30] because the heuristics and analysis ability are conservative and ignoring possibilities that lies in the better understanding of the program. In addition, when performance is not the only or the primary concern, other qualities of software such as code complexity need to be addressed as well.

6 Conclusion

In this work, we have encoded the heuristics of performance and code complexity optimization as reasoning rules. This encoding was implemented in the NFR soft-goal interdependency graph model. The encoded knowledge are combined with the metrics measured by external profiling and measuring tools in order to guide the software refactoring processes with multiple soft-goals in mind. The case study of the matrix multiplication has shown that the decisions of software refactoring guided by graphically encoded soft-goals are less ad-hoc than those usually performed by software refactoring engineers. In the future, we will apply the soft-goal guided refactoring tool to large-scale softwares.

7 Acknowledge

We would thank Julio Cesar Leite for providing his useful insights to this paper.

References