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Pairwise MRF Mean Field Inference
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Mean Field Network

Restrictions and Relaxations

(2) Parameters on all layers
tied together.

(3) Structure of the network tied
with the graphical model.

(1) Parameters in the network
tied with the graphical model.

Minimize KL(q||p) for factorial g
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Mean Field Networks

as Stand-Alone Models

- Arange of loss functions can
be used

- Hinge loss, other more
structured task loss

- Better models when trained
discriminatively

Experiments

Denmsmg/Bmary Labellng

Base model: pairwise CRF trained with
mean field inference runned for 30 steps.

MFNs as Inference Tools
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MFENs as Stand-Alone Models
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Test accuracy, MFN trained with element-wise hinge loss




