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Abstract

Word meanings extend over time due to a functional need for
maintaining communicative expressivity within a compact lex-
icon. Previous scholars have suggested that word meanings
extend via a process of chaining, whereby novel items link to
existing ones close in semantic space. Recent work has for-
malized this idea using computational models grounded typi-
cally in the exemplar and prototype theories of categorization
that are either memory-intensive or simplistic in representa-
tion. We propose an alternative account of chaining that op-
timizes cognitive efficiency by trading off representational ac-
curacy with memory complexity. We operationalize this effi-
cient chaining as an infinite mixture model and show how it
constructs the internal representations of word meaning adap-
tively through time while predicting the historical development
of English verb meanings with precision and limited resources.

Keywords: the lexicon; historical semantics; word meaning
extension; infinite mixture chaining; cognitive efficiency

Introduction

Words often take on new meanings. For example, the noun
face in English referred to “body part” earlier but later ex-
tended to “facial expression” and “front surface of an ob-
ject” (from Historical Thesaurus of English) . Similarly,
the verb store progressively took on emerging items like
food, electricity, and password as its noun arguments over
the past centuries (see Figure 1). C. S. Lewis vividly pic-
tured word meaning extension as “a tree throwing out new
branches”, a historical process he referred to as “ramifica-
tion” (Lewis, 1990). Wittgenstein also described the ramifi-
cation of this process as “family resemblance”: how a word
embraces a polysemous set of meanings forming “a com-
plicated network of similarities overlapping and crisscross-
ing” (Wittgenstein, 1953). More generally, linguists have
suggested that language change results from a functional need
for maximizing communicative expressivity under minimum
effort (Jespersen, 1959; Blank, 2013). Indeed, recent work
offered empirical support to this view suggesting that word
meaning extension is a dominant strategy for maintaining ex-
pressivity of the lexicon toward emerging meanings while
keeping it compact (Ramiro, Srinivasan, Malt, & Xu, 2018).
What are the cognitive mechanisms that support the flexible
construction of novel word meanings over time? Here we in-
vestigate this question in a formal framework that explores
the processes of word meaning extension through the lens of
cognitive efficiency.

Figure 1: Usage frequencies of the phrases store food, store
electricity, and store password in the past 200 years of En-
glish. Data from Google Syntactic-Ngrams historical corpus.

A prominent view on the process of word meaning exten-
sion originates from scholars in cognitive linguistics and psy-
chology. By this view, word meanings extend via a process of
chaining, whereby new items tend to link to existing mean-
ings of a word when they are proximal in semantic space,
resulting in chain-like structures over time (Lakoff, 1987;
Malt, Sloman, Gennari, Shi, & Wang, 1999; Hilpert, 2008).
Recent work has extended this view and developed formal
models of chaining to explain the historical extension of con-
tainer names (Sloman, Malt, & Fridman, 2001; Xu, Regier,
& Malt, 2016), numeral classifiers (Habibi, Kemp, & Xu,
2020), adjectives (Grewal & Xu, 2021), verb frames (Yu &
Xu, 2021), informal word usages (Sun, Zemel, & Xu, 2021),
and word senses in general (Ramiro et al., 2018). All of these
studies have focused on two main types of chaining mech-
anism, grounded typically either in the tradition of a proto-
type model which assumes that each lexical category is rep-
resented by a central prototype (Reed, 1972; Rosch, 1975;
Lakoff, 1987), or in terms of an exemplar-based model which
assumes that each category is represented by its set of exem-
plars stored in memory (Nosofsky, 1986; Ashby & Alfonso-
Reese, 1995). Which of these models best describes chaining
has received mixed views, although it has been suggested that
the exemplar-based approach tends to predict historical data
better than the prototype model (Habibi et al., 2020). How-
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Figure 2: Illustrations of (a)-(c) models of chaining and (d) how they trade off between representational accuracy and memory
complexity in the process of word meaning extension. The exemplar model yields high representational precision by linking a
novel item (grey dot) to all existing support items (green dots), so it requires high memory complexity. The prototype model
requires low memory by linking the novel item to the prototype (red star), but it tends to be less accurate in representation. The
infinite mixture model trades off between accuracy and complexity by constructing a semantic space that groups similar items
into a sparse set of clusters (dashed circles), and then linking the novel item to the cluster centroids (blue stars).

ever, a common assumption in this line of research is that the
prototype and exemplar-based models are adequate to capture
the chaining processes in word meaning extension. Here we
challenge this assumption under the view that mechanisms of
chaining should be assessed under the consideration of cog-
nitive efficiency (Jespersen, 1959)—an important aspect that
has not been explored comprehensively in the existing work.

We define cognitive efficiency in word meaning extension
as processes that operate under two competing constraints
that trade off against each other: representational accuracy
and memory complexity. The prototype and exemplar-based
approaches to chaining described fall under two extremes in
this tradeoff. At one extreme, the exemplar model offers a
highly accurate representation of the mental state of a (lexi-
cal) category by storing the past exemplars, and it can there-
fore predict the state of a new item in relation to all the ex-
emplars from memory (see Figure 2a). In this respect, the ex-
emplar model maximizes representational accuracy but at the
necessary expense of a high memory cost. At the other ex-
treme, the prototype model offers a highly compact represen-
tation for a category in terms of a central prototype, and it pre-
dicts the state of a new item in relation to that prototype (see
Figure 2b). In this respect, the prototype model minimizes
memory complexity but at the necessary expense of a sim-
plistic if not impoverished representation, hence why it tends
to suffer from inferior predictability in historical word mean-
ing extension (Habibi et al., 2020). This exemplar-prototype
dichotomy can thus be understood as an intrinsic tradeoff
in cognitive efficiency: An accurate model often demands a
high memory load, while a minimum-effort model tends to be
poor in representational precision. The open issue is whether
there are alternative accounts of chaining that near-optimally
achieve cognitive efficiency.

Research in rational human and machine learning has sug-
gested a third possibility that near-optimally trades off the
two competing dimensions of efficiency. Under this view,

a lexical category can be modelled as an infinite mixture of
clusters of exemplars (see Figures 2c); critically this cluster-
ing scheme can be flexibly adjusted to capture the internal
structure of a category as it assimilates new items (Anderson,
1990; Rosseel, 2002; Vanpaemel, Storms, & Ons, 2005; Grif-
fiths, Canini, Sanborn, & Navarro, 2007). In our case, an in-
finite mixture approach to chaining can potentially help rep-
resent polysemy (Klein & Murphy, 2001; Rodd et al., 2012;
Tuggy, 1993) and complex structures of word meaning over
time beyond the exemplar and prototype models which either
represent word meanings as a set of independent exemplars or
a prototype. Similar views have been proposed in statistical
machine learning often in the tradition of Dirichlet process
(DP) mixture (Ferguson, 1973; Escobar & West, 1995; Allen,
Shelhamer, Shin, & Tenenbaum, 2019) which instantiates a
tradeoff between information loss (in model reconstruction
of data) and complexity (in terms of the number of clusters
inferred by model) (Kulis & Jordan, 2012).

Here we propose a general theoretical framework of chain-
ing that explicitly takes into account how different models
behave on the accuracy-complexity tradeoff plane (see Fig-
ures 2d). Our framework relates to a growing body of re-
search suggesting natural language is structured to support
efficient communication that trades off informativeness and
complexity (Kirby, Tamariz, Cornish, & Smith, 2015; Kemp,
Xu, & Regier, 2018; Zaslavsky, Kemp, Regier, & Tishby,
2018; Gibson et al., 2019). However, our study also differs
from this line of work by grounding the temporal mechanisms
of chaining in the notion of cognitive efficiency. Our frame-
work, dubbed infinite mixture chaining (abbreviated as inf-
mix), offers a new way of constructing word meanings dy-
namically as they emerge through time. It does so by au-
tomatically forming semantically related clusters represented
by their centroids for joint memory and representation effi-
ciency. We show that our framework subsumes both pro-
totype and exemplar models under the variation of a single



tradeoff parameter, and the infinite mixture model of chaining
predicts historical data equally well as the exemplar model
while requiring a lower memory complexity. For the scope
of this study, we focus on predicting historical verb meaning
extension as verbs acquire new noun arguments through time,
illustrated in Figure 1.

Theoretical framework

We formulate word meaning extension under a probabilistic
framework by focusing on verbs as an exemplary case, but we
expect this framework to generalize similarly to other word
classes. In the following, we first consider meaning extension
as a temporal prediction problem under the two constraints
of cognitive efficiency. We then show how several classes
of chaining models can be derived from this framework and
describe the diachronic semantic space in which these models
are operationalized.

Problem formulation under efficiency constraints

We define word meaning extension as a temporal inference
problem. Given a word and its current meaning at time t,
we wish to infer which novel items will likely emerge into
that word’s referential range in the near future. In the case of
verb meaning extension, we cast this problem as probabilis-
tic inference over novel verb-noun compositions over time.
Specifically, given a verb v such as store, we ask which noun
arguments can be paired with that verb to form previously
unattested compositions that extend its meaning space, e.g.,
store:“food”!“electricity”! “password”. Since a verb can
take noun arguments under different syntactic roles (e.g., di-
rect object, or dobj vs. subject), we also constrain syntactic
relation r in predicting verb-noun compositions. Formally,
we consider a verb-relation pair (v,r) (e.g., store in dobj) as a
category denoted by Sv,r, and the temporal inference problem
is equivalent to predicting the probability of any query noun
nq to emerge in that category at a future time. We focus on
predicting nq’s that have not yet appeared as noun arguments
for a given verb, i.e., novel verb-noun compositions. For in-
stance, the category “store in dobj” may have been attested to
pair with the noun food up to time t, but predicted to extend
toward new nouns such as information later.

Given a list of previously unattested query noun arguments
nq 2 Q t

v,r at time t, our framework infers which nouns will be
appropriate arguments for verb v under syntactic relation r at
time t +D where D is an increment in time:

p(nq|v,r)t+D = p(nq|S t
v,r) µ sim(nq,S t

v,r) (1)

Here sim(nq,S t
v,r) is a yet-to-be-specified function (i.e., dif-

ferent ways of chaining) that measures the semantic similar-
ity between the query noun and current meaning of the verb-
relation category Sv,r at time t. To compute this similarity,
we quantify the semantic proximity between nq and the exist-
ing set of noun arguments of Sv,r (i.e., category exemplars).
We refer to this set of nouns as the support set (denoted by
ns 2 Sv,r). We assume that the semantic similarity between a

query noun and a support set can be captured by the seman-
tic distances between the query and a set of cluster centroids
inferred among the support nouns which we denote as Mv,r.

sim(nq,S t
v,r) = sim(nq,M t

v,r) = sim(nq,{µt
v,r,k}

Kt
v,r

k=1) (2)

Here M t
v,r = {µt

v,r,1,µ
t
v,r,2, ...} is a set of Kt

v,r cluster cen-
troids for support set S t

v,r. In the next section, we show that
exemplar chaining is equivalent to the case where each sup-
port noun (or exemplar) is in its own cluster; prototype chain-
ing is the case where all support nouns are represented as a
single cluster; and infinite mixture chaining sits in between
these two extremes. We quantify every noun n at a given
time using distributed semantic representation f(n)t in a high
dimensional space that changes over time (details specified
in the section on diachronic semantic space). Following the
psychological literature (Nosofsky, 1986), we define seman-
tic similarity as the mean negative exponential Euclidean dis-
tance between the query noun and the cluster centroids of a
verb-relation category:

sim(nq,M t
v,r) =

1
Kt

v,r

Kt
v,r

Â
k=1

exp(�kf(nq)
t �µt

v,r,kk2) (3)

We allow the number of cluster centroids to flexibly vary
over time (as a verb encounters new nouns), which is in-
ferred and updated based on the internal semantic structure
of a verb-relation category instantiated in terms of its support
nouns. In particular, the semantic clusters inferred within a
category are expected to optimize the following tradeoff be-
tween two constraints of efficiency, following work on infi-
nite mixtures from machine learning (Kulis & Jordan, 2012):

M t
v,r = argminM

Kt
v,r

Â
k

Â
ns2St

v,r

kf(ns)
t �µt

kk2 +lKt
v,r (4)

The first term on the right of Equation 4 is known as the
information loss, which quantifies how accurately a set of
cluster centroids can represent the full set of support nouns
(e.g., in the exemplar model, representational accuracy is near
ceiling because each exemplar is in its own cluster). The sec-
ond term measures the memory complexity for storing cluster
centroids (e.g., in the prototype model, memory complexity
for a given word is 1). A single parameter l controls the
relative weighting between the two constraints. Intuitively,
models with higher values of l would favor a more parsi-
monious approach of chaining by inferring as few clusters as
possible (with prototype model at the extreme), while mod-
els with smaller values of l would store as many clusters as
possible to minimize information loss (with exemplar model
at the extreme). Our formulation of the efficiency tradeoff is
also related to the information bottleneck theory of efficient



Decade Verb-relation pair Support noun Query noun
Predicate verb Syntactic relation

1900 drive direct object horse, wheel, cart car, van
1950 work prepositional object via as mechanic, carpenter, scientist astronaut, programmer
1980 store prepositional object via in fridge, container, box supercomputer

Table 1: Sample entries from Google Syntactic-Ngrams including verb-relation pairs, support and query nouns, and timestamps.

communication, which assumes that word meanings are or-
ganized under the tradeoff between reconstruction accuracy
and complexity (Tishby, Pereira, & Bialek, 2000; Zaslavsky
et al., 2018). However, a crucial distinction is that here our
emphasis is in model inference of newly emerging meanings
for individual words rather than (synchronic or retro) con-
struction of a semantic system.

Classes of chaining model

The efficiency formulation in Equation 4 helps derive several
classes of chaining model from the literature and anew, and
we show that our framework subsumes these classes.

Exemplar-based models. In the case where the tradeoff
parameter l ! 0, the model ignores the memory constraint
and stores every support noun argument ns as a single cluster
to achieve zero information loss. The inf-mix model therefore
boils down to the exemplar model of chaining:

p(nq|v,r)t+D µ 1
|St

v,r|
Â

ns2St
v,r

exp(�kf(nq)
t �f(ns)

tk2) (5)

The literature has also suggested that a variant of
the exemplar model, particularly 1-nearest-neighbor (1nn)
chaining, has been effective in predicting emergent word
senses (Ramiro et al., 2018). If we adjust the inference pro-
cedure by considering only one support noun closest to the
query noun (in semantic space) instead of all the support
nouns, we can easily derive the 1nn chaining model:

p(nq|v,r)t+D µ argmaxns2St
v,r

exp(�kf(nq)
t �f(ns)

tk2) (6)

Prototype model. If l ! •, the model yields a minimal
memory cost by storing only a single cluster centroid (or the
prototype) for each category, and it therefore converges to the
prototype model:1

p(nq|v,r)t+D µ exp(�kf(nq)
t �µt

v,rk2) (7)

Here µt
v,r =

1
|St

v,r | Âns2St
v,r

f(ns) is the mean embedding of all
nouns in a support set.

1Precisely, the inf-mix model will become the prototype model
as long as l is greater than the maximum pairwise Euclidean dis-
tance between any two support noun embeddings.

Infinite mixture model (inf-mix). In the intermediate
cases where 0 < l < •, the number of clusters lies between 1
and the support set size |St

v,r| and can be inferred using a deter-
ministic algorithm called DP-Means (Kulis & Jordan, 2012).
This is a nonparametric variation of the well-known K-means
clustering algorithm in unsupervised learning (Hartigan &
Wong, 1979). The centroids M t

v,r would then be the mean
vector representation of the support arguments within each
cluster. Figure 2 illustrates the different classes of chain-
ing model in the computation of p(nq|v,r). Theoretically,
it can be shown that the infinite mixture chaining model is
equivalent to the asymptotic case of a Dirichlet Process Gaus-
sian Mixture Model (DPGMM) (Görür & Rasmussen, 2010)
with the variance parameter of the Gaussian likelihood func-
tion shrunk toward 0 (Kulis & Jordan, 2012). However, in a
fully Bayesian DPGMM, the mixture centroids µk become la-
tent variables and need to be inferred via posterior sampling,
which requires storing all support noun arguments and is
computationally prohibitive. Our framework bypasses these
issues of DPGMM and is more computationally tractable.

Diachronic semantic space

The chaining models described need to be operationalized
in a time-varying semantic space so that information about
future verb-noun usages should be minimally smuggled into
prediction at current time points. We use Word2Vec-based
representations commonly used in natural language process-
ing for distributed semantics (Mikolov, Sutskever, Chen, Cor-
rado, & Dean, 2013). Note that word co-occurrence distri-
butions are constantly changing and therefore the semantic
space needs to be updated to capture information only up to
time t. For this reason, we use the 300-d HistWords pre-
trained diachronic embeddings (Hamilton, Leskovec, & Ju-
rafsky, 2016), where the embedding for each noun at decade
t is based solely on its co-occurrence statistics from the cur-
rent decade, while the future co-occurrences are not embed-
ded. Other studies have explored multimodal representations
of word meaning beyond linguistic data (Yu & Xu, 2021),
which can provide alternative semantic representations.

Data

To evaluate our framework, we collected a large dataset of
historical verb-noun compositions derived from the Google
Syntactic-Ngrams (GSN) English corpus (Lin et al., 2012)
from 1850 to 2000. Table 1 shows sample entries of data



which we will make publicly available.2 Specifically, we
collected verb-noun-relation triples (n,v,r)t that co-occur in
the ENGALL subcorpus of GSN over the 150 years. We fo-
cused on working with common usages and pruned rare cases
under the following criteria: 1) all noun arguments are ex-
tracted from a large vocabulary of words with top-10,000
noun counts (with POS tag as noun) in GSN over the 150-year
period; 2) all verbs should have at least qv = 20,000 counts in
GSN. To support feasible computations, we consider the top-
20 most common syntactic relations in GSN, such as direct
object, direct subject, and relations concerning prepositional
objects. We binned the raw co-occurrence counts by decade
D = 10. At each decade, we define emerging noun arguments
for a given verb-relation category (v,r) if their number of co-
occurrences with (v,r) up to time t falls below a threshold
qq, while the number of co-occurrences with (v,r) up to time
t +D is above qq (i.e., an emergent usage that conventional-
izes over time, as opposed to a spontaneous usage). We define
support nouns as those that co-occurred with (v,r) for more
than qs times before t. We found that qq = 10 and qs = 100
are reasonable choices. This preprocessing pipeline yielded a
total of 8,897 verb-relation pairs over 14 decades, where each
verb-relation category has at least 1 novel query noun and 10
existing support nouns.

Results

We evaluated different classes of chaining models under vari-
ation of the tradeoff parameter l on predicting emerging verb-
noun compositions for the historical period 1850 to 2000. At
every decade, for each verb-relation pair (v,r) with a query
noun nq, we randomly sample 100 alternative noun arguments
from the vocabulary of top-10,000 nouns in GSN that never
appeared with v under relation r in the corpus, and we then
compute the percentage of cases where each chaining model
predicts the true nq over the random noun set as a more ap-
propriate argument. This procedure allows us to assess the
degree to which each class of chaining model can success-
fully predict novel verb-noun pairings incrementally through
time, and how they fair in the accuracy-complexity tradeoff.

For infinite mixture models with 0 < l < •, we im-
plemented the DP-means clustering algorithm introduced in
Kulis & Jordan (2012) to assign a categorical cluster label for
every noun within the support set of each verb-relation pair,
and take the mean word embeddings of support nouns in each
inferred cluster as centroid to compute the likelihood function
p(nq|v,r). Since Euclidean-distance-based clustering meth-
ods such as DP-means tend to degenerate on high dimen-
sional data (due to the curse of dimensionality), we instead
perform DP-means on a 30-dimensional subspace of the Hist-
Words embeddings projected by principal components anal-
ysis (PCA). We found that this reduced subspace preserves
well the relative distances between word pairs (explaining
over 80% of variance from the original 300-dimensional data)
and yields reasonable clustering results. During prediction,

2
https://github.com/jadeleiyu/inf-mix-chaining

Figure 3: Model accuracy in predicting emerging verb-noun
compositions through time (left panel) and in aggregate (right
panel). The infinite mixture model has l = 0.24. Error bars
represent the standard deviations of accuracy across decades.

Figure 4: Predictive accuracy (averaged over 150 years) and
memory complexity (mean number of clusters per word used
in prediction). The gray dots show the spectrum of infinite
mixture models under different l values. The left end (red
dot) of the x-axis corresponds to the prototype model with
l � 0.5. The right end (green dot) of the x-axis corresponds
to the exemplar model with l = 0. The blue dot corresponds
to the infinite mixture model with inferred optimal l value.

we use the full HistWords embeddings by computing cen-
troids using clustering labels computed on the PCA subspace.

Temporal prediction of verb-noun compositions. We
found that when l = 0.24, the inf-mix model yields most
well-defined clustering overall measured by the standard Sil-
houette score for unsupervised clustering.3 We therefore
evaluate this model on its predictive accuracy by-decade and
aggregate predictive accuracy, along with the other competing
models. We also consider two baseline models: a frequency
baseline that always favors the noun with the highest usage
frequency in GSN up to the decade in question, and a ran-
dom baseline. Figure 3 summarizes the results. We observe

3We took the averaged Silhouette score over clustering of all sup-
port sets across all decades, and found that the inf-mix model with
l = 0.24 yields the highest mean Silhouette score.



Figure 5: Low-dimensional visualizations of historical meaning extension for the verb frame store in (noun) from 1900s (left)
to 1980s (right) via t-SNE projection. The dots correspond to word embeddings of noun arguments grouped in clusters inferred
by the infinite mixture chaining model. Legends show 3 representative nouns closest to their cluster centroids for each cluster.

that among all the models examined, the infinite mixture and
exemplar models yielded near-equivalent predictive accuracy
and are superior than the alternatives. The prototype and 1nn
models perform better than the two baselines, but they are
much worse than the top 2 models. These initial results show
that the infinite mixture model is on par with the exemplar
model in predicting historical verb extension, the latter being
the dominantly performing model as reported in recent work
of chaining (Habibi et al., 2020; Yu & Xu, 2021). We next
assess whether how the infinite mixture model fairs against
the exemplar model in memory complexity and efficiency.

The accuracy-complexity tradeoff. To assess the effi-
ciency of different chaining models, we computed the ex-
pected predictive accuracy from the average predictive per-
centages over all (v,r,nq) triples in the dataset. We also mea-
sured memory complexity by computing the expected num-
ber of cluster centroids inferred for every set of support noun
arguments at each decade. We focus on comparing the in-
finite mixture model with the two most representative mod-
els of chaining, prototype and exemplar. We also incremen-
tally vary l to assess a large set of other alternative classes of
chaining beyond the three target models. Figure 4 shows the
results which indicate that 1) by sweeping l from 0 toward •
(in this case l � 0.5 suffices), the predictive accuracy drops
only slightly from the exemplar model to the infinite mixture
model (l = 0.24) but substantially to the prototype model—
this finding confirms with our previous analysis, that the infi-
nite mixture model predicts on par with the exemplar model;
and 2) the marginal gain on accuracy of the exemplar model
comes at a high cost in memory complexity: compared to the
infinite-mixture model, it requires over 25-fold more storage
of cluster centroids to achieve a gain of <0.01 in predictive
accuracy. Overall, the infinite mixture model achieves a bet-
ter balance between precision and memory.

Interpretation. We interpret the semantic clusters learned
by the infinite mixture model using verb category store in
dobj as an example. Figure 5 illustrates its meaning space

spanned by support nouns in 1900s and 1980s respectively,
projected on a 2D plane using the t-distributed Stochastic
Neighbor Embedding (Van der Maaten & Hinton, 2008). The
model identifies 4 clusters of semantically related store-able
nouns in 1900s and 7 clusters in 1980s, most representative
noun arguments for which are shown in the legends of Fig-
ure 5. To track how these the meaning clusters change over
time, we mark a pair of clusters across the two decades with
the same color if they share the highest number of overlap-
ping support arguments. For instance, the cluster with argu-
ments bean, honey, meat in 1980s is colored in blue, since it
shares the most support nouns with the corn, flour,wheat clus-
ter at 1900s. The three clusters in 1980s with distinct colors
(marked in olive, cyan and black) can be considered as novel
senses that the verb category acquired during the 20th cen-
tury. We found that the infinite mixture model not only infers
consistent noun clusters across time by adding semantically
related novel nouns to the existing clusters (e.g., assigning
words like key, data to the red cluster denoting abstract con-
cepts related to knowledge and mind), but also detects novel
word senses by growing clusters that contain those emerg-
ing concepts (e.g., the olive cluster of biology terms, and the
black cluster that contains information technology terms).

Conclusion

We have presented a unified framework of semantic chain-
ing, examined through a large dataset of historical verb-noun
compositions. We show how existing accounts of chaining
fall under this coherent framework governed by a tradeoff
parameter that modulates the competing constraints of rep-
resentational accuracy and memory complexity. The infi-
nite mixture model predicts emergent verb-noun composi-
tions equally well as the exemplar model but at a lower mem-
ory cost. Our work suggests that word meanings are con-
structed over time in cognitively efficient ways and builds the
first link among theories of chaining, efficiency of natural lan-
guage, and rational models of human and machine learning.
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