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Abstract

Moral inference is an emerging topic of critical importance in artificial intelligence. The contemporary approach often relies on language modelling to infer moral relevance or moral properties of a concept such as “smoking”. This approach demands complex parameterisation and costly computation, and it tends to disconnect with psychological accounts of moralization. We present a simple cognitive model for moral inference grounded in theories of moralization. Our model builds on word association network known to capture human semantics and draws on rich psychological data. We demonstrate that our moral association graph model performs competitively to state-of-the-art language models, where we evaluate them against a comprehensive set of data for automated inference of moral norms and moral judgment of concepts, and in-context moral inference. Moreover, we show that our model discovers intuitive concepts underlying moral judgment and is applicable to inferring short-term temporal changes in moral perception.
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Introduction

Aligning artificial intelligence (AI) systems with human values is one of the most critical challenges we face today, and a prerequisite to tackling this issue is to understand how human values work. Morality plays a central role in societal and individual values, and recent development in AI has offered new tools for studying human moral values at a comprehensive scale. A core approach to this development is automatic moral inference, or machine prediction of moral values and judgments, which typically draws on information from large text corpora through language modelling. Are language models the optimal and only way to do moral inference? Here we offer a simple, alternative approach that grounds moral inference in psychological theories of moralization and intuitive human semantics.

There has been a growing interest in connecting AI with human morality. Development over the past decade includes the collection of large-scale moral judgments (Forbes et al., 2020; Hoover et al., 2020; Sap et al., 2020; Hendrycks et al., 2021; Trager et al., 2022), machine inference of moral values from text (Garten et al., 2016; Jia & Krettenauer, 2017; Mooijman et al., 2018; Johnson & Goldwasser, 2018; Emelin et al., 2021; Roy et al., 2021; Xie et al., 2020; Lisco et al., 2022; Trager et al., 2022), machine prediction of moral norms (Jentzsch et al., 2019; Schramowski et al., 2019, 2022; Ramezani & Xu, 2023; Haemmerl et al., 2023), and alignment of AI systems with human moral judgments (Hendrycks et al., 2020; Jiang et al., 2021; Ammanabrolu et al., n.d.; R. Liu et al., 2022; Lourie et al., 2021). These recent advances in moral inference from large text corpora allow us to analyze human moral values at an unprecedented scale, but this line of research is often disengaged with psychological accounts describing how human morality works.

One area of significant relevance coming from moral psychology is moralization, the process in which something that previously had no moral relevance becomes associated with moral values (Rozin et al., 1997; Rozin, 1999). Moralization constantly shapes our moral values toward activities such as smoking cigarettes (Rozin & Singh, 1999) and consuming meat (Feinberg et al., 2019), concepts such as new technologies (e.g., GMOs as in Clifford (2019); Inbar et al. (2020)), as well as individuals (e.g., political leaders as in Brandt et al. (2015)). Existing work has identified potential key factors in people’s moralization of concepts. These factors relate to one’s rationalization of perceived harms and benefits (or “moral piggybacking”), e.g., someone moralizing “eating meat” might be due to that it involves killing animals (Feinberg et al., 2019). Moralization may also depend on emotion such as the feeling of disgust toward cigarettes (Rozin & Singh, 1999; Brandt et al., 2015; Skitka et al., 2018). These psychological studies offer valuable insights into the workings of morality, but they rely on case studies and an experimental setting. Our goal is to connect computational and psychological approaches to build scalable and interpretable models for moral inference.

We propose the Moral Association Graph model, a framework designed to support intuitive moral inference grounded in human word association network (see Figure 1). Word association is derived from a psychological game involving participants who are presented with cue words and prompted to respond with the first word(s) coming to their mind (e.g., cigarette→nicotine). Data collected from word association experiments reflect how words or concepts are mentally represented and connected to one another and serve as a proxy of human semantic network (Collins & Quillian, 1969) and mental representations of word meaning (Deese, 1965; Nelson et al., 2004; De Deyne et al., 2019; Van Rensbergen et al., 2015; C. Liu et al., 2022). It is shown that word association better captures the human semantics, e.g., via representing multi-modal properties of concepts, in comparison to distributional semantic (language) models trained on...
We consider word association as an alternative to language models for moral inference because it captures people’s immediate and intuitive reactions, some of which directly reflect moral perception (e.g., cigarette—disgusting). Furthermore, our approach is extremely simple: It requires no model training or fine-tuning, and it is parameter-free. Despite its simplicity, to our knowledge formal approach to moral inference with word association is an under-explored area. We show in a series of analyses that our moral association model either outperforms or achieves comparable performance to state-of-the-art generative language models in inferring people’s moral norms and moral judgments at both conceptual and contextual levels. We also demonstrate how our model extracts meaningful key concepts that underlie people’s moral judgment, and we apply our model to uncover changes in moral perception during the COVID-19 pandemic.

### Computational framework

We describe our computational framework which is inspired by psychological work on moralization and built on the cognitive lexicon of word association. We also describe baseline models based on emotion and language modeling.

#### Moral association graph (MAG)

This model captures the strength of association between a query (or cue) word and target moral words based on graphs of word association. For example, a cue word like cigarette can be associated with concepts such as bad, death, unhealthy, which are moral words. We hypothesize that MAG should capture people’s moral intuition, particularly how they moralize concepts (Rozin & Singh, 1999; Feinberg et al., 2019). To formulate MAG we use a dictionary of moral words denoted by $M$, and the adjacency matrix $A$. $A$ is an asymmetric matrix of word association, where the rows represent the cue words and the columns represent the response or target words. Each entry, denoted by $A_{c,t}$, represents the number of participants who responded with the target word $t$ given the cue word $c$ ($A_{c,t}$ captures the association strength). MAG is formally specified as follows:

$$
MAG(c) = \frac{\sum_{t\in T(c)} A_{c,t}}{\sum_{t\in T(c)} A_{c,t}}
$$

Here $T(c)$ is the set of all target responses for the cue word $c$. This equation measures the proportion of target responses that falls within the moral lexicon, and we take the resulting score as an indicator of moral relevance. To operationalize this model we draw on the Small World of Words project (SWOW), a large-scale dataset of word association, which covers more than 12,000 words for English (SWOW-EN) (De Deyne et al., 2019), Dutch (SWOW-NL) (De Deyne et al., 2013), and Rioplatense Spanish (SWOW-RP) (Cabana et al., 2023). We gather first-order associations which offer information about the immediate mental connections among concepts. The responses in SWOW-EN are predominantly sourced from native English speakers in the United States. Participants in SWOW-NL are mainly located in Belgium and the Netherlands, and the SWOW-RP, focused on Rioplatense Spanish which is spoken in Latin America, includes responses from participants in Argentina and Uruguay. The SWOW-EN and SWOW-NL cover 100 annotations per cue word, while the SWOW-RP covers 70. The responses in all three datasets are normalized and spell-checked. Additionally, we use the nltk package for lemmatizing the words in SWOW-EN.

We use Moral Foundations Dictionary (MFD) (Graham et al., 2009) as our base moral lexicon, which is one of the largest lexical resources developed for the Moral Foundations Theory (MFT) (Graham et al., 2013), and has been widely used to study people’s moral values through linguistic data (Garten et al., 2016; Mooijman et al., 2018; Hoover et al., 2020; Mendelsohn et al., 2020; Xie et al., 2019). Using the up-to-date version of MFD (Frimer et al., 2017), we identify a total of 1,705 words as our moral lexicon.

Alternative to moral association, we consider a baseline Emotion Association Graph model (EAG) given the role of emotion in moralization (Rozin, 1999). We do so by replacing the moral lexicon with an emotion lexicon in Equation 1. This model captures the strength of emotions associated with a concept. We use the emotion lexicon specified in a prior study ($n = 626$) (Xu et al., 2021), compiled from multiple studies on emotion classification (Johnson-Laird & Oatley, 1989; Ekman, 1999; Fehr & Russell, 1984; Shaver et al., 1987).

#### Baselines using language models

We consider several baselines drawing on existing AI and NLP work on moral inference. One study uses the Moral
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2. We further use the Google Translate API (googletrans) to translate the moral and the emotion lexicons to Dutch and Spanish.
Foundations Dictionary (Graham et al., 2009) and word embeddings to infer moral relevance of individual concepts (Xie et al., 2019). Here moral relevance for a query is estimated as a probability distribution based on the proximity of that query to the moral word clusters in semantic space. This model also estimates the probability distribution of a concept with respect to different moral foundations. We replicate this work using Word2Vec embeddings (Mikolov et al., 2013) from Google Ngrams, Dutch embeddings of WikiPedia (Tulkens et al., 2016), and Spanish Billion word Corpus and Embeddings (Cardellino, 2016) for English, Dutch and Spanish.

Other studies have used contextual language models for moral inference (Jentzsch et al., 2019; Schramowski et al., 2022; Alhassan et al., 2022). In one prominent line of work, BERT-based sentence representations (Reimers & Gurevych, 2019) of a set of morally relevant actions (e.g., killing, helping) are used to construct a morally imbued subspace that distinguishes right from wrong (Jentzsch et al., 2019; Schramowski et al., 2022). The moral score of a query is then determined by the similarity between the query and the moral subspace, where values around 0 indicate moral neutral, while values close to +1 or -1 signify high moral relevance. By using multilingual language models such as XLM-R (Conneau et al., 2020; Reimers & Gurevych, 2020), this model can be extended to identify moral values in different languages (Haemmerl et al., 2023). For our baseline, we employ the same setting in our experiments to explore the moral values of different concepts in English, Dutch, and Spanish.  

Finally, we consider generative large language models, such as GPT-3, that encode people’s moral biases and preferences (Simmons, 2023; Fischer et al., 2023; Ramezani & Xu, 2023; Dillion et al., 2023). To compare against our MAG model, we probe GPT-3.5 and GPT-4 as strong baselines representing graph $G_c(V,E)$. As shown in Equation 3, $p(0)$ is a vector of size $|V|$ where each entry corresponds to the MAG score of the respective word in the word association dataset, plus the smoothing factor of $\frac{1}{|V|}$. This vector controls the walk to propagate from words with the highest MAG scores (i.e., words with salient moral relevance). In Equation 4, we define $m$ to be a vector of size $|V|$. For the moral words in $V$, their entries in $m$ correspond to their weighted degree in $G_c(V,E)$, and for the rest of the words, it is set to be zero. This vector, further normalized by $Z$ to sum up to 1, guides the random walk to remain close to the moral lexicon. Finally, $\beta$ is a damping parameter that controls the divergence from moral words to longer paths. After convergence, we retrieve the top $K$ words with the highest $p(t)$ scores, which represent the underlying contexts wherein the cue words may be moralized.

## Datasets for model evaluation

We compare and evaluate the models described in three main tasks of moral inference, drawing on data of human moral norms, and people’s moral judgments of individual concepts and in natural context.

## Data for moral norm inference

The World Values Survey (WVS) is a publicly-available global research survey investigating people’s beliefs and values over the globe (Inglehart et al., 2014a,b; Haerpfer et al., 2021). Previous studies have used text-based methodologies to predict global ratings in the World Values Survey. Their findings suggest that the way people use language provides valuable insights into their beliefs and values (Arora et al., 2023; Ramezani & Xu, 2023). Following these studies, we use the participants’ aggregate ratings in the ethical section of WVS as the ground truth for assessing peo-
ple’s moral norms.5 The ethical section of the World Values Survey explores moral and ethical values by asking people’s stances on issues such as abortion. To align the population and time course of WVS with the participants and time course of SWOW projects, we use WVS waves 5, 6, and 7 (2005-2022) in countries including USA (for SWOWN), the Netherlands (for SWOW-NL, as Belgium is absent in WVS), Argentina, and Uruguay (for SWOW-RP). We normalize and use the absolute values of WVS responses, where a score of 0 corresponds to a non-moral issue and a score of 1 corresponds to a highly moral issue. The number of responses to each question varies from 1,000 to 6,000 participants.

Data for conceptual moral inference

To evaluate moral inference at the concept level, we use the extended Moral Foundations Dictionary (eMFD) (Hopp et al., 2021) which is a dictionary-based resource for extracting moral foundational content from text. By using human annotations on 2,995 news articles, this dataset provides probability scores to a set of 3,270 English words, indicating the likelihood of their mention in an article expressing a certain moral foundation.

Data for contextual moral inference

We use three datasets that evaluate moral inference in natural context. The first dataset is Moral Foundations Twitter Corpus (MFTC) (Hoover et al., 2020), which includes more than 30,000 tweets posted in different social discourses of Baltimore protests, US presidential election of 2016, hate speech language, etc. Each tweet is annotated by at least three annotators with the moral foundational labels. The annotators can annotate a tweet as “non-moral” indicating that the tweet discusses no moral issues. In our analysis, tweets that receive the “non-moral” label from all the annotators are considered as non-moral, and tweets that receive no “no-moral” label are considered as morally relevant. We retrieve 9,759 moral tweets and 2,651 non-moral tweets from MFTC.

The second dataset is Moral Foundations Reddit Corpus (MFRC) (Trager et al., 2022), which includes more than 16,000 Reddit posts from 12 difference subreddits. Similar to MFCR, each post is annotated by at least three human annotators. We use similar procedures to MFTC identifying 3,925 moral posts and 3,208 non-moral posts in MFRC.

The third dataset is SOCIAL-CHEM 101 (Forbes et al., 2020), which was used to train language models for moral norm analysis. The dataset contains 292,000 short text snippets, called the rules-of-thumb (RoT), such as “It’s kind to sacrifice your well-being to take care of a sick person”. We identify 75,615 distinct RoTs labeled to be related to morality or ethics, and 190,658 to be non-moral. We tokenize and lemmatize the text snippets all three datasets with the nltk package for our experiments.

Results

Evaluation of moral norm inference

We first evaluate models in inferring moral norms across cultures. We use WVS question keywords as queries for our models and intersect those with the word association data we used to construct our models MAG and EAG. We compare the performance of MAG with baseline models including EAG, and language models based on Word2Vec embedding (Xie et al., 2019), BERT embedding (Schramowski et al., 2022; Haemmerl et al., 2023), and GPT. The results in Figure 2 show that our MAG model consistently outperforms all models (except for GPT-4) in every case, indicating that the mental associations between different concepts and the moral lexicon capture people’s intuitions about the morality of different concepts, without having to be trained on extensive textual data or be refined with human feedback through reinforcement learning (Ouyang et al., 2022). Consistent with previous studies probing morality in language models (Haemmerl et al., 2023), we find that performance of baselines decreases in Dutch and Spanish datasets, suggesting possible misrepresentation of moral values in non-English language models, and word embeddings. We also note that the MAG model has the lowest performance for Rioplatense Spanish. This dialect is not differentiated from Spanish in Google Translate, which could have hurt the performance of the MAG model, since it uses translated Spanish moral words.

Evaluation of conceptual moral inference

We next assess the models by comparing their predictive outputs for different concepts against the moral foundational probabilities collected in the extended Moral Foundations Dictionary (eMFD) (Hopp et al., 2021). In order to evaluate our framework in this fine-grained setting, we replace the overall MFD dictionary with moral foundational-specific words and adapt our MAG model to estimate the strength of association to each moral foundation. This modification yields five distinct moral-foundational association scores for each query concept. We compare these scores with the ground-truth data in eMFD and summarize the findings in Table 1. From the baselines, only the Word2Vec model developed by Xie et al. (2019) can distinguish between different moral foundations, but we also probe GPT-3.5 to provide moral foundational scores for different query words. The results show that across all moral foundations, MAG consistently outperforms the Word2Vec and GPT-3.5 models (Xie et al., 2019), suggesting again that the connections between words and their associative words with moral foundations offer reliable inference at the concept level.

Evaluation of contextual moral inference

To further assess our framework, we evaluate models on predicting moral relevance in natural sentences. We use the established moral datasets—MFTC (Hoover et al., 2020), MFRC (Trager et al., 2022), and SOCIAL-CHEM 101 (Forbes et al., 2020) as described. For each text snip-
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5We follow the terms and conditions for using this resource, detailed at https://www.worldvaluessurvey.org.
there are currently no gold standards for this task, we consider cognitive processes that give rise to moralization. Given that and third-level association words to uncover the potential levers that the relationship between first-level, second-level, and third-level association words to uncover the potential cognitive processes that give rise to moralization. Given that there are currently no gold standards for this task, we consider

Our MAG model also offers insight into the intuitive process of moralization. Our methodology for keyword retrieval leverages the relationship between first-level, second-level, and third-level association words to uncover the potential cognitive processes that give rise to moralization. Given that there are currently no gold standards for this task, we consider

### Table 1: Results of moral inference at the concept level.

<table>
<thead>
<tr>
<th>Moral Foundation</th>
<th>MAG</th>
<th>Word2Vec</th>
<th>GPT-3.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Care/Harm (n = 1895)</td>
<td>0.291</td>
<td>0.28</td>
<td>0.28</td>
</tr>
<tr>
<td>Fairness/Cheating (n = 1514)</td>
<td>0.232</td>
<td>0.193</td>
<td>0.20</td>
</tr>
<tr>
<td>Authority/Subversion (n = 1737)</td>
<td>0.301</td>
<td>0.192</td>
<td>0.12</td>
</tr>
<tr>
<td>Loyalty/Betrayal (n = 1714)</td>
<td>0.212</td>
<td>-0.121</td>
<td>0.11</td>
</tr>
<tr>
<td>Sanctity/Degradation (n = 1893)</td>
<td>0.246</td>
<td>0.222</td>
<td>0.19</td>
</tr>
<tr>
<td>All moral foundations (n = 8753)</td>
<td>0.199</td>
<td>0.148</td>
<td>0.20</td>
</tr>
</tbody>
</table>

### Table 2: Results of moral inference in natural context.

<table>
<thead>
<tr>
<th>Model</th>
<th>Dataset 1</th>
<th>Dataset 2</th>
<th>Dataset 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAG</td>
<td>0.475</td>
<td>0.276</td>
<td>0.244</td>
</tr>
<tr>
<td>EAG</td>
<td>0.256</td>
<td>0.103</td>
<td>0.067</td>
</tr>
<tr>
<td>Word2Vec</td>
<td>0.522</td>
<td>0.266</td>
<td>0.237</td>
</tr>
<tr>
<td>BERT</td>
<td>0.329</td>
<td>0.138</td>
<td>0.066</td>
</tr>
<tr>
<td>GPT-3.5</td>
<td>0.308</td>
<td>0.138</td>
<td>0.133</td>
</tr>
<tr>
<td>GPT-4</td>
<td>0.375</td>
<td>0.209</td>
<td>0.187</td>
</tr>
</tbody>
</table>

GPT-4 as a silver standard for measuring the success of our model. For a given query (e.g., cigarette), we prompt GPT-4 to provide a list of keywords explaining the reasons why some people consider this query as a moral issue. Using this silver standard, we assess our framework using the precision, recall, and F1-score in retrieving the top K = 25 keywords suggested by GPT-4. For the baseline, we use Word2Vec embedding model (Mikolov et al., 2013) trained on the Google Ngrams dataset and identify the top K = 25 semantic neighbors of a query term. Using a β value of 0.5, the word association model achieves the precision, recall and F1 values of 0.15, 0.10, and 0.12 while the Word2Vec model achieves 0.04, 0.04, and 0.04 respectively.

In Table 3, we show keywords identified by our association model, GPT-4, and Word2Vec for cigarette. A quantitative analysis of our framework indicates its capability to identify meaningful connections between moralized concepts and their underlying contexts. For instance, aligned with the theoretical work on the moralization of smoking, our framework identifies keywords such as cancer, unhealthy, and stink, representing both the rationalization of harms associated with smoking cigarettes and the emotional responses to it (Rozin...
## Table 3: Top keywords for the query concept cigarette, retrieved from different models for moral inference.

<table>
<thead>
<tr>
<th>Model</th>
<th>Keywords</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAG</td>
<td>smoke, health, cancer, unhealthy, tobacco dirty, cigar, stink, killer, stained, wrong together, smoking, disease, evil, waste hell, ignorant, death</td>
</tr>
<tr>
<td>GPT-4</td>
<td>health, addiction, secondhand smoke cancer, harmful, risk, death, pollution ethical, responsibility, choice, disease cost, danger, unhealthy, lungs, smoke damage, tobacco, habit</td>
</tr>
<tr>
<td>Word2Vec</td>
<td>tobacco, smokes, cigs, cigarette marlboros, smoking, ciggie unfiltered_camels, marlboro_lights newports, pall_malls, winstons smokeless_tobacco, smokers menthol_flavored, ciggies mccargar_bribed, cigarettes marlboro_menthol</td>
</tr>
</tbody>
</table>

& Singh, 1999). Although GPT-4 serves as a competitive baseline for keyword retrieval, we observe that the keywords retrieved by our model exhibit conceptual similarities with those retrieved by GPT-4. For example, both models retrieve concepts related to consumerism and waste, offering meaningful insight into the moral reflection of fashion.

### Applications to quantifying short-term moral change

We apply our framework to identify changes in people’s moral perception in the COVID-19 pandemic. A section of the SWOW-RP dataset was gathered post-December 2020. Within this dataset, a subset of words were collected both before COVID-19 (December 2013 to March 2020) and during the pandemic (December 2020 to April 2022). These words were categorized into four groups of pandemic-related words (n = 107), emotion words (n = 119), routine words (n = 108), and control words (n = 150) (Laurino et al., 2023). Pandemic-related words refer to those that have gained new meanings or have been excessively used in relation to the pandemic (e.g., protocol). Emotion words correspond to feelings that could be affected by the pandemic (e.g., anxiety). Routine words describe daily activities impacted by the pandemic (e.g., tourism), and control words lack direct connection to the pandemic (e.g., rain). Large-scale experiments on this dataset reveal that pandemic-related words gained new senses and became more semantically associated with health and sanitary concepts during the pandemic (Laurino et al., 2023). Using the same dataset, we examine whether there are significant changes in the moral association of pandemic-related words. Specifically, we hypothesize that, among the words that have become more positively associated with moral values, pandemic-related words should exhibit the most substantial changes. Figure 3 (top) confirms our hypothesis: we identified 43 pandemic-related words that have acquired new moral associations. In comparison to the 64 control words with new moral associations, we observed that the degree of moral associations for pandemic-related words is significantly larger than that for control words (p-value from the Wilcoxon rank-sum test = 0.04). Additionally, pandemic-related words exhibit more substantial changes than routine words (p ≤ 0.01). Compared to emotion words, the difference is marginally significant (p = 0.07). A permutation test comparing pandemic words with other groups confirms a more significant change for pandemic-related words (p ≤ 0.05). Figure 3 (bottom) compares the precision in retrieving word groups among the top K words with the highest moral association change. As observed, pandemic terms are the most predominant in the top K words significantly exceeding chance for smaller values of K.

### Conclusion

We present a parameter-free, cognitive model of moral inference grounded in theories of moralization and human word association. Through rigorous evaluations across half a dozen moral datasets, we show that the mental associations between different concepts and moral words capture people’s beliefs about the morality of these concepts, and provide an interpretable and promising computational framework for studying the underlying mechanisms of moralization. Future work may explore the relation of this framework to accounts of moral reasoning (e.g., Kleiman-Weiner et al. (2017); Barque-Duran & Pothos (2021); Jin et al. (2022)).
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