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Abstract
Are gender associations in general language reflected in the
words spoken to and by children? Previous work has sug-
gested that language reveals gender differences in discourse,
speech style, language use and acquisition. Work in artificial
intelligence has shown that word embeddings trained on large
corpora reflect human gender associations. We connect this
work to developmental psychology by exploring whether gen-
der associations in word embeddings are present in the linguis-
tic input and output of children, and if so, how early gendered
language emerges. We present a computational method that
quantifies the gender associations of words and use a corpus of
child-caretaker speech to show that these gender associations
correlate significantly with those in word embeddings. We
discover that gendered word use emerges in English-speaking
children around age 2, and the gender associations cannot
be explained solely by variables including word length, fre-
quency, concreteness, and valence.
Keywords: language and development; gender; child speech;
word embedding; computational modelling

Introduction
Language and gender are intricately related. Work in so-
ciolinguistics and psychology has suggested that there are
gender differences in discourse, speech style, language use,
and language development (Lakoff, 1973; Huttenlocher et al.,
1991; Hall and Bucholtz, 2012; Holmes and Meyerhoff,
2008; Newman et al., 2008; Lovas, 2011; Coates, 2015;
Laserna et al., 2014; Bamman et al., 2014). More recently,
an independent line of work in computational linguistics has
shown that word embeddings, or vector representations of
word meaning trained on large text corpora, contain implicit
gender biases such as the stereotypical association of nurses
as female and engineers as male (e.g., Bolukbasi et al., 2016;
Caliskan et al., 2017). Here we explore whether there is a re-
lationship between gender associations of words said to and

Figure 1: Illustration of gendered speech to and by children.

by children as measured by the genders of their speakers and
listeners and as measured by the external metric of word em-
beddings (illustrated in Figure 1), and, if so, how early in life
this association emerges.

Gender and child language development
Research in psychology has documented gender differences
in language development, but whether gender associations in
general language are reflected directly in the daily speech
of young children and their caretakers is an open ques-
tion (Laserna et al., 2014; Bamman et al., 2014).

In fact, the literature has found no direct evidence support-
ing this idea. For instance, Huttenlocher et al. (1991) found
that, among children between 16 and 24 months, girls’ speech
had a higher type-to-token ratio than boys’ speech. However,
the authors did not find a difference in linguistic input from
caretakers that could explain this. In a meta-analysis, Leaper



et al. (1998) found differences in parent-to-child speech both
by gender of the parent and gender of the child, such as
that mothers use more supportive language when speaking
to daughters than to sons. But the focus of that study is on
the interaction of parent gender and child gender, not on the
presence of gender differentiation in child-directed speech
per se. However, there has been notable work investigating
psycholinguistic correlates of gender. For example, Newman
et al. (2008) found that adult men used more articles in their
writing while women used more pronouns.

Evidence for gender stereotypes in language has been
found in children’s television programs. In particular, previ-
ous studies have analyzed the content of cartoons and chil-
dren’s television shows and found that language used in
these shows contains gender stereotypes (Mulac et al., 1985;
Aubrey and Harrison, 2004). For instance, male characters
tend to associate more frequently with vocalized pauses, ac-
tion verbs, and present tense verbs, whereas female charac-
ters tend to associate more with uncertainty verbs and polite
terms (Mulac et al., 1985); it has also been reported that phys-
ical aggression is dominantly associated with male charac-
ters as opposed to female characters in cartoons (Luther and
Legg Jr, 2010).

Although previous studies have looked at gender associa-
tions in children’s media and adult-to-adult speech and writ-
ing, there is no extensive study on the presence or emergence
of gender differences in the language children are exposed
to or produce. We develop this line of work by exploring
whether gender differentiation might be present in speech
from both caretakers (i.e., linguistic input more intimate than
media) and children (i.e., linguistic output) during early de-
velopment.

Gender biases in word embeddings
To explore gendered language in early childhood at a com-
prehensive scale, we rely on an independent line of research
showing that gender associations in general language are cap-
tured accurately by word embeddings. Word embeddings are
vector (or distributed) representations of word meaning con-
structed from large-scale word co-occurrences in natural text,
which have recently been used as an alternative to psycholin-
guistic markers of gender (Garg et al., 2018). In a typical
word embedding space, words that share co-occurring context
often result in close proximity, and those that share minimal
context tend to be farther apart. Commonly-used methods in-
clude Word2Vec (Mikolov et al., 2013b), GloVe (Pennington
et al., 2014), and fastText (Grave et al., 2018); these methods
have been demonstrated to perform well on analogical rea-
soning tasks by representing analogies via vector algebra; for
example, ~king− ~queen≈ ~man− ~woman.

Bolukbasi et al. (2016) found that this analogical
capacity—a result of estimating semantics from word co-
occurrence patterns at scale—can also reveal stereotypical
gender associations in the source text corpora. For in-
stance, they showed that the difference between the embed-
dings for man and woman is approximately equal to the dif-

ference between the embeddings for computer programmer
and homemaker: ~man− ~woman ≈ ~computer programmer−

~homemaker. This can be interpreted as the analogy “Man is
to woman as computer programmer is to homemaker,” a state-
ment that expresses gender biases in occupation. Later work
has built on these findings by showing that embedding-based
gender associations are robust across source corpora and pre-
dict behavioral data in psychological tests of implicit asso-
ciation (Caliskan et al., 2017) and public records of gender
imbalances across professions (Garg et al., 2018).

We investigate the emergence of gendered language by fo-
cusing on the linguistic input and output of children aged 1-5,
from caretakers and children themselves. We explore whether
language said to and by children reflects gender associations
in broader culture, and if so, how early such gendered lan-
guage emerges in life. We present a generic computational
method that quantifies the strength of gender association in
word use and test our hypothesis by examining whether gen-
der differences measured in words from child-directed and
child speech reflect gender associations in word embeddings
learned from large text corpora.

Our Hypothesis
We hypothesize that the gender associations captured by word
embeddings will be reflected in word usage frequency in both
child-directed and child speech.

Computational methodology
Gender probability in speech
We quantify gender association of a word’s usage in speech
by a probability measure. This measure can be used to quan-
tify gender differentiation either from the caretakers’ perspec-
tive (i.e., child-directed speech) or children’s perspective (i.e.,
child speech).

We measure the degree of gender association in a word
based on how often that word is used toward or by children
from one gender (female or male) compared to how often that
word is used across both gender groups. Formally, we define
the gender probability of a word via Bayes’ rule:

p(g|w) ∝ p(w|g)p(g) (1)

Here g stands for gender g ∈ { f ,m}, where f denotes fe-
male and m denotes male. w represents a word in question.
We assume a uniform prior on the gender of the interlocutor
(i.e., p( f ) = p(m) = 0.5).1 We estimate the likelihood of a
word for a specific gender as the relative frequency that w is
associated with that gender, e.g., the female likelihood is:

1To ensure that the results we report are not artifacts of our de-
cision to use a uniform prior, we analyzed 100 random sub-samples
of the corpus in which we enforced equal representation of boys
and girls and ages 1 through 5 and found similar results. We used
subsamples of 98,000 words for each child gender-age pair in child-
directed speech and 37,000 words each in child speech. Figures 2
and 4 show the mean results across these gender-balanced subsam-
ples.



p(w| f ) = c( f ,w)
c( f )

(2)

Here c(g,w),g = f is the number of times word w is said
to or by children with gender g, and c(g) is the total count of
all words said to or by children with gender g in the corpus.
The (female) posterior probability is then:

p( f |w) =
c( f ,w)
c( f )

c( f ,w)
c( f ) + c(m,w)

c(m)

(3)

This measure accounts for the base rate difference in words
said to or by f vs m. For instance, if a word w appears fre-
quently in group f , the relative frequency of w could be quite
low in group f if there are many words said to group f over-
all (that is, even if c( f ,w) > c(m,w), p( f |w) could be still
lower than p(m|w) in principle). A word said exclusively to
or by girls would have a female gender probability of 1, and
a word said exclusively to or by boys would have a female
gender probability of 0. We have also considered alternative
measures such as log odds ratio (omitted due to space), and
our results are robust to this variation.

In our analyses, we calculate gender probability separately
for caretakers and children with respect to children’s gen-
der. From the caretakers’ perspective, we measure the gender
probability of words said to children as listeners. From the
children’s perspective, we measure the gender probability of
words said by children (to caretakers) as speakers.

Embedding-based gender associations
Independent to our formulation of gender probability, we
quantify gender associations of the public from word embed-
dings. We consider two representative formulations of gender
association from work in computational linguistics: the Word
Embedding Association Test (WEAT) (Caliskan et al., 2017)
and gender Subspace Projection (Bolukbasi et al., 2016).

The Word Embedding Association Test is a common pro-
cedure for measuring associations and biases in word em-
beddings (Caliskan et al., 2017). In this test, the effect size
of a given word’s association is the difference between the
mean cosine similarities between the word’s vector and those
of the elements of two sets of attribute words: s(w,F,M) =
mean f∈F cos(~w,~f )−meanm∈M cos(~w,~m)

std devx∈M∪F cos(~w,~x) . Here F and M denote the two
sets of attribute words—gender terms in this case, w denotes
the word in question, and~x denotes the vector associated with
word x in the joint set of the attribute words. p-values from
this test are calculated using a permutation test. We used
the same sets of male and female terms used in the origi-
nal word embedding association test formulated by Caliskan
et al. (2017), where they found that this procedure applied to
groups of target words can closely reproduce gender associ-
ations from implicit association tests in psychology (Nosek
et al., 2002).

Subspace Projection (Bolukbasi et al., 2016) offers an al-
ternative method to characterize gender association in word

embeddings. This method first identifies a gender subspace
by performing principal component analysis (PCA) on the
vector differences between pairs of words that differ in gen-
der, such as (woman, man) and (mother, father). The first
principal component explains approximately 60% of the vari-
ance (Bolukbasi et al., 2016) and it is taken to be the axis of
the one-dimensional gender subspace. An individual word’s
gender association is then quantified by projecting that word
onto the gender subspace: projG(~v) =

~v·~b
|~b|

. Here G is the gen-

der subspace, ~b is the basis vector for the gender subspace
identified via PCA, and~v is the vector of the word in question.
This returns a number between -|~v| and |~v|, where positive
numbers reflect more female-associated words and negative
numbers correspond to male-associated words.

Ethayarajh et al. (2019) suggest that the WEAT overesti-
mates the strength of associations and note that the subspace
projection method is not subject to this issue. Here we con-
sider both WEAT and subspace projection to ensure that our
computational analysis is robust to methodological choices.

Data

Corpus of child and child-directed speech

We used CHILDES (MacWhinney, 2014), a large inventory
of child-caretaker speech commonly used in psychology and
cognitive science. We pooled data across children and care-
takers from the North American section of CHILDES, filter-
ing to include only speech from normally developing children
and in naturalistic conditions. The final corpus we worked
with includes 4,260,753 tokens and spans the ages of 1 to 6.
Each conversation in the corpus included exactly one child,
and the speakers were labelled by gender. We labelled a word
as said to or by a child of a particular gender based on the
gender of the child in the conversation and the participant
saying the word. There were a total of 3611 children in the
corpus, with 1,550 boys and 2,061 girls.2 This is the largest
publicly available corpus of child-directed speech and child
speech and has been used extensively in the literature on child
language development.

Pre-trained word embeddings

We used three commonly-used sets of pre-trained word em-
beddings: the word2vec embeddings trained on the Google
News corpus (Mikolov et al., 2013a), the GloVe embed-
dings trained on the Common Crawl corpus, and the fast-
Text English embeddings trained on the Common Crawl and
Wikipedia corpora (Grave et al., 2018). These corpora are
very large and the embeddings trained on them are commonly
taken to represent general language usage and word associa-
tions present in everyday language.

2The percentage of words that were said to girls for each age is
as follows: Age 0 - 29%, Age 1 - 49%, Age 2 - 55%, Age 3 - 44%,
Age 5 - 38%, Age 6 - 9%.
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Figure 2: Correlations between gender probability and word
embedding gender association. p < 0.001 in all cases. Anal-
yses were based on mean association strength across subsam-
ples of the CHILDES corpus that were balanced by age and
gender. Error bars denote 95% confidence intervals.

Results
We present results in three steps. First, we show basic evi-
dence for gendered word usage by both caretakers and chil-
dren that correlate with gender associations found indepen-
dently in word embeddings. Second, we show the time course
of these correlations and trace the emergence of gendered
language throughout child development. Third, we examine
whether the gender differences found in children’s linguistic
environment can be explained by alternative psycholinguistic
variables.

Evidence for gendered language in childhood
We start by examining whether our calculated gender proba-
bilities of the words said to and by children in the CHILDES
corpus correlate with the gender associations in everyday
language estimated from the word embeddings, through the
WEAT and subspace projection methods that we described.
We considered all three common word embeddings.

Figure 2 summarizes the strength of correlations in these
conditions.3 We found a significant and robust Pearson cor-
relation between gender probability and gender associations
in word embeddings, with p < 0.001 in all of the 12 tests

3For these analyses, we kept all words which occurred at least 50
times in the CHILDES corpus that were also represented in the vo-
cabulary of the pre-trained word embeddings. This resulted in 2,041
words with word2vec, 2,051 words with GloVe, and 2,055 words
with fastText. In the downsampled version, we used a threshold of
20 occurrences to account for the smaller corpus size. There were
on average 1316.46 words for word2vec, 1328.11 for GloVe, and
1324.89 for fastText.
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Figure 3: Word samples: Gender probability vs WEAT asso-
ciation.

that we performed: 2 (child-directed vs child speech) × 2
(WEAT vs subspace) × 3 (Word2Vec, Glove, fastText). Im-
portantly, we observed that the correlational strengths found
in children’s speech are similar to those found in caretakers’
speech. These results provide evidence that gender associa-
tions are reflected directly in word usage during early child
development both in input and output—a finding that goes
beyond existing research showing the presence of gender dif-
ferences in language from external media, but not from inter-
locutors (Mulac et al., 1985; Luther and Legg Jr, 2010).

Figure 3 shows a subset of words (in the CHILDES lexi-
con) illustrating the similarities and differences between gen-
der probability in children’s linguistic environment and gen-
der associations in word embeddings from the WEAT. Words
that fall in the bottom-left and top-right quadrants correspond
to concordant cases between the two measures. In partic-
ular, words of action and strength (cf. Mulac et al. (1985))
such as kick, strong, and words of typical male names such as
Michael, Todd, are found to be consistently male-associated
based on our measure and WEAT; words related to animals
such as zoo, chick, giraffe, and words related to female char-
acters/toys such as dollie, are found to be consistently female-
associated. Not all words are correlated between the two mea-
sures. For instance, male kin terms such as Papa, Uncle are
more female-oriented in children’s linguistic environment but
more male-oriented in the word embeddings, and words such
as cupcake and drawer are more gender-neutral in child de-
velopment compared to the word embeddings. We intention-
ally sampled an equal number of words from each quadrant
to illustrate both concordant and discordant cases. In a ran-
dom sample of words, we would expect to see more in the
top-right and bottom-left.
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Figure 4: Developmental time course of correlation between
gender probability in child (left) and child-directed (right)
speech and gender association in word embeddings. The cor-
relation was statistically insignificant in child speech in year
1 with GloVe and Word2Vec and significant for all other ages
and years. Error bars denote 95% confidence intervals run on
100 sub-samples of the corpus, balanced for gender and age.

Developmental time course of gendered language
To examine the time course of gendered language, we sepa-
rated the CHILDES data by year. We focused on tracking the
emergence of gendered language for children ages 1 through
5 since data for ages 0 and 6 is relatively sparse.4 For each
year, we measured correlations between word embedding as-
sociations and words said at least 25 times by and to children
of that age in the CHILDES corpus. We varied the frequency
threshold between 10 and 50 and the results are robust.

We computed gender probability for the subset of words
in the corpus said by children of each age, then measured the
correlation between the gender probabilities and WEAT asso-
ciations. Figure 4 shows that the correlation strength between
word embedding associations and gender probability in child
speech gradually increases from age 1 to 5, with a dip at age
4.5 The correlation at age 1 is not significant (p = 0.081 for
GloVe) but the correlations for all other ages are highly sig-
nificant with p < 0.001. The trend in child-directed speech is
comparatively flatter. The correlation is significant from age
1 and increases more gradually than in child speech. These
results suggest not only that gendered word uses in children’s
linguistic environment correlate with gender associations in
word embeddings, but that they also emerge very early in
life—around the age of 2 in child speech.

Figure 5 visualizes gender probability of a sample of words
in child speech in a 2-D word-embedding space via t-SNE
dimensionality reduction (Maaten and Hinton, 2008). We

4The number of tokens per age in the CHILDES corpus is as
follows: Age 0 - 356,789, Age 1 - 929,601, Age 2 - 945,358, Age 3
- 654,719, Age 4 - 945,501, Age 5- 393,505, Age 6 - 167,965.

5This figure shows results from using WEAT to measure associ-
ations in word embeddings, but similar results occur when using the
subspace projection method.
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Figure 5: Visualization of words in child-directed speech
that show high gender probabilities, for age groups 1 and
5 in development. Semantic space is constructed from
dimensionality-reduced fastText word embeddings. Dimen-
sion 1 captures some aspect of animacy, while Dimension 2
captures some of the variance along the gender axis. Color-
bar indicates the scale of gender probability, with 1 indicating
words exclusively uttered by girls and 0 exclusively by boys.

focused on the 30 words with the highest aggregate gender
probability and the 30 with the lowest among words that oc-
cur at least 500 times in the corpus. Gender probability fol-
lows a color scale, where red corresponds to words said more
to girls and blue corresponds to words said more to boys. We
found clusters of words in the embedding space that share
similar gender probabilities belonging to each gender group.
For instance, morally valenced words (cf. Luther and Legg Jr
(2010)) such as good, bad, and nice are close together in em-
bedding space and all said more to boys, while animal words
such as animals, cat, and dog are close to each other and said
more to girls. We also found this distinction between male
and female-oriented words to be persistent through the devel-
opmental course, illustrated in children at ages 1 and 5.

Psycholinguistic correlates of gender probability
In our final analyses, we investigated the degree to which
our measure of gender probability correlates with alternative
psycholinguistic variables that are representative in the liter-
ature of language development. If our findings so far reflect
gender-specific aspects of language development, then we ex-
pect that gender probabilities should correlate with word em-
bedding associations beyond other confounding variables that



Table 1: Correlations of gender probability and psycholin-
guistic metrics in child-directed (CDS) and child (CS) speech.

Variable correlation Pearson ρ p
Length (CDS) -0.02 0.006
Length (CS) 0.0063 0.41

Log-frequency (CDS) 0.10 < 0.001
Log-frequency (CS) 0.13 < 0.001
Concreteness (CDS) 0.060 < 0.001
Concreteness (CS) 0.080 < 0.001

Valence (CDS) 0.062 < 0.001
Valence (CS) 0.10 < 0.001

could explain the gender effect. We considered four word
metrics: form length, usage frequency, concreteness, and va-
lence. We computed the length of each word and estimated
the frequency in CDS and CS directly from the CHILDES
data by counting the occurrences of the word said to or by
all children respectively. We took concreteness and valence
ratings of words from existing large-scale behavioral experi-
ments in Warriner et al. (2013) and Brysbaert et al. (2014). In
these experiments, humans rated words’ concreteness or va-
lence from 1-10. Ratings were averaged across participants.
We then measured the correlation between gender probabil-
ities in CDS and CS with fastText WEAT associations and
each of the four variables.

Table 1 summarizes the Pearson correlation coefficients
and p-values from our analyses. We found significant but
small (ρ≤ 0.13) correlations between the gender probability
of a word and the metrics that we considered. We found that
words with shorter length, higher frequency, more positive
valence, and higher concreteness tend also to be said more to
and by girls than boys. The correlation between gender prob-
ability in child-directed speech and valence is consistent with
the previous finding from Leaper et al. (1998) that mothers
use more supportive language when speaking to girls com-
pared with boys. In addition, the correlation between gen-
der probability in child speech and word concreteness is also
consistent with the result from Newman et al. (2008) that
adult women use more concrete vocabulary than adult men
on average. We next applied linear regression to all four
psycholinguistic variables to account for gender probability
in both child-directed speech and child speech. The coeffi-
cients with 95% confidence intervals are summarized in Table
2. These variables explain the variance in gender probability
quite well, as the R2 values were 0.602 for CDS and 0.598 for
CS. Finally, we analyzed the partial correlation between gen-
der probability and gender WEAT results while controlling
for the four psycholinguistic variables. We focused on the
955 words for which this data was available in the datasets
from Warriner et al. (2013) and Brysbaert et al. (2014). Re-
sults of this analysis are summarized in Table 3. Control-
ling for these factors only reduces the correlation strength by
0.04-0.05 (p < 0.001 in all cases). Taken together, our results

Table 2: Coefficients from linear regression using psycholin-
guistic correlates of gender probability in CDS and CS.

Variable CS CDS
Length 0.0229 [-0.050, 0.096] 0.244 [0.185, 0.302]

Log-freq. 0.238 [0.185, 0.290] 0.249 [0.201, 0.297]
Concrete. 0.23 [0.188, 0.275] 0.169 [0.135, 0.204]
Valence 0.245 [0.185, 0.304] 0.222 [0.173, 0.270]

Table 3: Full and partial correlations between word embed-
ding associations and gender probability.

Embedding CS CS (partial) CDS CDS (partial)
Word2Vec 0.282 0.236 0.254 0.193

GloVe 0.377 0.341 0.294 0.24
fastText 0.307 0.264 0.295 0.241

show that the gender probabilities in child development are
complementary to other factors, as the variability in gender
effects cannot be explained solely by confounding variables.

Discussion
We have presented to our knowledge the first large-scale com-
putational investigation that shows evidence for gender differ-
ences in the linguistic input and output of children. Our em-
phasis is on understanding how gendered language emerges
early in life and whether it mirrors the public’s gender asso-
ciations, which we approximated through established word
embedding methods. Our results indicate a significant cor-
relation between gender probability in child/child-directed
speech and gender associations in word embeddings. We
have shown that this correlation appears as early as age 2 in
child speech and persists throughout development. We have
demonstrated that these gender effects in language develop-
ment are complementary to the psycholinguistic variables of
word length, frequency, concreteness, and valence.

Our findings are based on the analyses of English-speaking
children and caretakers. Although corpora in other languages
are available in CHILDES, the scales of those corpora are
smaller than in English. Future work should explore the gen-
erality of our findings to other languages and compare how
gender differentiation might be reflected in speech beyond
childhood.

Extending the rich literature on language development and
gender, our findings suggest that social biases may exert an
early influence on child development, both in the input (care-
takers’ speech) and the output (children’s speech) of language
in childhood.
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