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In Kinley et al. (2024), we incorrectly reported the processing steps used for experiment 1.
While the paper is accurate with respect to experiment 2, a file organization issue led to an earlier
processing pipeline being used to derive experiment 1 results. First, preprocessing of narratives in
experiment 1 involved:

1. Expanding contractions

2. Removing punctuation

3. Whitespace tokenization

4. Removal of stopwords defined by the Natural Language Toolkit (NLTK; Bird et al., 2009)

Second, to derive a word association graph based on the Small World of Words norms (De Deyne
et al., 2019), weights between pairs of words (which were not lemmatized) were computed as:

Wword1,word2 =
p(word1|word2) + p(word2|word1)
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I.e., given the probability of word1 as a response to the prompt word2 and its converse, we
computed the average rather than the maximum.

Figure 1. Corrected version of figure 3, top panel,
in Kinley et al. (2024).

The statistics
given in the Kinley et al. (2024) are thus
based on computing associativity measures
following this pipeline for experiment 1 and
following the reported pipeline for experiment
2. When we apply the reported pipeline
to experiment 1, p values for the mixed effects
models (Singmann et al., 2024) comparing
mean, median, and max associativity between
the congruent and incongruent conditions
were in fact .395, .337, and .353. This is
reflected in figure 1, a corrected version of the
top panel of figure 3 from Kinley et al. (2024).

The individual-wise results shown in figure
4 in Kinley et al. (2024) remain unchanged.
That is, averaging the mean associativity
measure within each condition for each
participant, the same number of participants
had on average higher mean associativity in
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the congruent versus incongruent condition in
experiment 1 for both processing pipelines.

In the final mixed effects model, combining results from both experiments to model mean
associativity with fixed effects of experiment and experimental condition and a random intercept for
each participant, the effect of experimental condition remained significant (p = 0.01). However,
mean associativity was no longer higher for experiment 2 vs 1 (p = 0.21)—this result had been an
artifact of the differing preprocessing steps between the two conditions.

With these updated results, it is necessary to revise our discussion somewhat. On incongruent
trials in experiment 1, participants imagined events involving a location, person, and object each
drawn from a different “sphere” of their life. In contrast, on incongruent trials in experiment 2,
participants imagined events involving locations and pairs of objects that had been judged unlikely
to co-occur in a large online norming study. Thus, whereas experiment 2 was based on
in/congruence of stimuli with culturally shared schemas, experiment 1 was based on in/congruence
with idiosyncratic schemas based on individuals’ particular experiences. Word associations would be
expected to be most informative with respect to culturally shared schemas, and we expressed some
surprise in Kinley et al. (2024) that they were apparently informative with respect to idiosyncratic
schemas. With the updated results, we can see that word associations are less informative with
respect to idiosyncratic schemas after all.
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