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Abstract
We propose a fully automated method that takes as input an iterative or recursive reference implementation and produces divide-and-conquer implementations that are functionally equivalent to the input. Three interdependent components have to be synthesized: a function that divides the original problem instance, a function that solves each sub-instance, and a function that combines the results of sub-computations. We propose a methodology that splits the synthesis problem into three successive phases, each with a substantially reduced state space compared to the original monolithic task, and therefore substantially more tractable. Our methodology is implemented as an addition to the existing synthesis tool Parsynt, and we demonstrate the efficacy of it by synthesizing highly nontrivial divide-and-conquer implementations of a set of benchmarks fully automatically.

CCS Concepts. • Theory of computation → Program reasoning: Divide and conquer; Parallel computing models; • Software and its engineering → Automatic programming:

Keywords. Program Synthesis, Divide and Conquer

ACM Reference Format:

1 Introduction
A divide-and-conquer computation decomposes a problem instance into several smaller sub-problems, solves each independently, and then combines the results to solve the original problem. It may produce better solutions for algorithmic problems by (i) improving the asymptotic complexity of the computation, for all program inputs or for generic subsets of them, or (ii) creating the potential for leveraging parallelism, since independent subtasks can be easily parallelized with good speedups. Writing a good divide-and-conquer algorithm is often non-trivial and can sometimes be quite tricky. Every undergraduate algorithms textbook has a chapter on divide-and-conquer and attempts to teach computer science students how to do the task by example. There are sometimes several instances of a divide-and-conquer solution for a given problem (an example follows in Section 2), and the specific usage determines the preferred solution from the pool of candidates. Automated synthesis can therefore offer a lot of utility in this problem space.

This paper proposes a systematic and automatable way of inferring a divide-and-conquer algorithm from an input reference implementation. The target divide-and-conquer algorithms adhere to the diagram in Figure 1. The input is an existing (iterative or recursive) implementation of a function \( f : S \rightarrow D \), which is a single pass function over a collection (of general type \( S \)). The output is a divide-and-conquer implementation of the same function. More specifically, a triple of functional components \( (\vee, f, \odot) \) is synthesized where \( \vee : S \rightarrow S^n \) is an \( n \)-way divide operator (\( n = 2 \) in the figure), \( \odot : D^n \rightarrow D \) is the complementary join operator, and \( f \) computes \( f \) and potentially some extra information which is strictly required for \( \odot \) to recover \( f(\ell) \) from the partial computations of subtasks. \( f \) is a lifting (in the standard category theory sense) of \( f \).

The main restrictions of this family, compared to broadly understood divide-and-conquer algorithms, are: (i) the divide function \( \vee \) has to be recursively applicable to an input collection, dividing it into smaller and smaller pieces, for an arbitrary number of calls, and (ii) the computation performed in each subproblem is a lifting of \( f \). Yet, the model is very general and admits many interesting divide-and-conquer algorithms from the literature. In particular, it subsumes the \( \text{dc1} \) category from [24] which proposes a manual methodology for producing such algorithms, and it is substantially...
more expressive than any class of divide-and-conquer considered for automated synthesis so far. MapReduce [7], for example, is a limited class of divide-and-conquer algorithms that has been targeted by automated synthesis successfully before [8, 9, 11, 22, 23]. The more general class we undertake is strictly more challenging to synthesize since three interdependent unknown code components \( (\bigvee, f, \bigodot) \) need to be synthesized simultaneously. In [11, 22, 23], the target of synthesis is only the join operator \( \bigodot \) (i.e. the \textit{reduction} in MapReduce terminology). In [8, 9], the pair \( (f, \bigodot) \) was targeted through the simplifying assumption that \( \bigvee \) defaults to a simple sequence split operator, which is the inverse of sequence concatenation, i.e \( \bigvee(x \cdot y) = (x, y) \); this is the default assumption for all MapReduce frameworks.

We propose a \textit{phased} synthesis procedure that breaks up the task of synthesizing \( (\bigvee, f, \bigodot) \) into three separate synthesis subtasks. Figure 2 illustrates the workflow of our methodology. The first observation is that instead of synthesizing \( \bigvee \), one can synthesize a \textit{divide predicate}, namely a specification for the acceptable outcome of \( \bigvee \). A predicate \( p \) is a valid divide predicate if and only if the results of the computations performed on the parts that satisfy \( p \) can be combined correctly. In other words, \textit{there exists a function} \( \bigodot \) such that, if an input \( z \) is split into two parts \( x \) and \( y \) such that \( p(x, y) \) holds, then \( f(z) = f(x) \bigodot f(y) \). Our approach exploits the fact that \( \bigodot \) has to only exist and need not be determined while \( p \) is being synthesized.

If \( p \) is successfully synthesized, then \( \bigvee \) is synthesized such that its output adheres to what \( p \) specifies. If the synthesis of \( p \) fails, then the reason for this failure may be that extra information, which is currently missing from what \( f \) computes, is required for the existence of \( \bigodot \). Therefore, an attempt is made to \textit{lift} \( f \), and it is replaced by a new function \( f' \), which additionally computes the missing information. Then, the attempt to synthesize \( p \) is repeated for the new function \( f' \).

The synthesis of \( \bigvee \) may also fail. In general, it is not always possible or feasible to synthesize a piece of code (i.e. \( \bigvee \)) that adheres to a given specification (i.e. \( p \)). In this case, a new \( p \) is requested with the hopes that a change in the predicate will lead to a successful step (II). Once \( \bigvee \) is synthesized, the algorithm proceeds to synthesize \( \bigodot \) as the only remaining unknown, which is guaranteed to exist at this point. If this is successful, the procedure concludes and \( (\bigvee, f, \bigodot) \) is returned.

The synthesis loop is further constrained to only explore implementations that are at least as efficient as the input reference implementation, so that no useless divide-and-conquer solutions are generated. One can iterate through the loop to find a first valid solution, and continue to enumerate several valid solutions.

Once the synthesis problem is decomposed as depicted in Figure 2, the synthesis of \( \bigvee \) and \( \bigodot \) (boxes (II) and (III)) can be performed in a relatively standard way through syntax-guided synthesis, since each phase performs the synthesis of a single unknown code component (Section 7). We propose a novel algorithm for the synthesis of the \textit{divide predicate} \( p \) (box (I)), which also predicts if a lifting of \( f \) will be required and produces the lifting. This algorithm, in the spirit of \textit{deductive synthesis} [17], simultaneously infers \( p \) and any required lifting \( f \) that would guarantee the existence of a join implementation \( \bigodot \), without the need to implement the dashed loop (for guessing \( f \)) depicted in Figure 2.

In Figure 2, the input is a single-pass function \( f \) over a collection. In our technique, we accept an iterative or recursive implementation as input and produce an equivalent single-pass function \( f \) automatically. This step is described in [10]. In summary, in this paper:

- We lay out the theoretical foundations to reduce the problem of divide-and-conquer synthesis from the specification of Figure 1 to one more amenable to automation (Section 4).
- We propose a phased synthesis algorithm that synthesizes the triple of unknowns \( (\bigvee, f, \bigodot) \) in three different stages employing both syntax-guided synthesis and deductive synthesis techniques (Section 5).
- We propose a novel algorithm based on deductive synthesis that can efficiently discover two unknowns, a divide predicate and a lifting of \( f \) (Section 6). Our proposed automated lifting algorithm surpasses previously known algorithms [8, 9] in that it can infer conditional accumulators to extend the signature of the function which were not possible before.
- We illustrate through a set of benchmarks that an implementation of our proposed approach can synthesize highly nontrivial divide-and-conquer solutions based on simple input implementations.

2 Motivating Example

We use an example to illustrate the types of programs that our approach can synthesize automatically. Additionally, the example underlines the following two observations: (i) there are often several acceptable divide-and-conquer implementations of a given function, and (ii) synthesizing a divide-and-conquer solution is not solely about discovering
the division and join operators, but may also require a lifting of the original input code.

Consider a set of (input) points on a 2D plane. A point is Pareto optimal if all the other points are either below or to the left of this point. Let \( p.x \) and \( p.y \) denote the coordinates of point \( p \). Formally:

\[
 p > p' \iff p.x \geq p'.x \vee p.y \geq p'.y 
\]

\[
 \text{POP}(X) = \{ p \in X \mid \forall p' \in X, p > p' \}.
\]

The code in Figure 3 computes \( \text{POP}(X) \) where the input \( X \) is a list of points. At each iteration, the set of optimal points is updated by maintaining the points that remain optimal with respect to the new input, and adding the new input if it is optimal with respect to all currently optimal points. If the divide operator is taken as the trivial split of the input list, then the correct join matching this divide has a quadratic time complexity. By the Master Theorem \([5]\), the complexity of the resulting naive divide-and-conquer algorithm is \( O(n^2) \), which matches that of the original input implementation.

Other divide functions yield algorithms with lower asymptotic complexities. We briefly introduce three such algorithms: a two-way divide, a two-way divide with lifting and a three-way divide, all of which our tool Parsysn can automatically synthesize.

The solution with a two-way divide is illustrated on the right: a (pivot) point \( p \) is chosen by taking the point with the maximum sum of coordinates, which is guaranteed to be Pareto optimal. The point set is then partitioned into two sets: the set of points (vertically) above and strictly below \( p \). The optimal points of the original point set are then the concatenation of the lists of optimal points from each partition.

If the pivot is chosen at random, and therefore not guaranteed to be Pareto optimal, then the Pareto optimal points of the top partition all remain optimal. But of the ones in the bottom partition, those which are to the left of the rightmost point of the top partition have to be removed. This cannot be done without a lifting. Some additional information, for example the rightmost point of each partition, is needed so that the join can correctly combine the two Pareto optimal sets by pruning the result from the bottom partition.

Finally, in the implementation with a three-way divide, a point is chosen at random and the rightmost point above this point is chosen as the pivot. The point set is partitioned into three subspaces (as illustrated on the right): the points above, to the right, and below and to the left of the pivot. The third partition (hatched) does not contain any Pareto optimal point. The Pareto optimal points for the other two partitions are optimal for the original point set and therefore the join operator can simply concatenate the results from these two partitions.

All algorithms, except the naive one, partition the space in linear time, and join the results in constant or linear time, which puts them in the same asymptotic complexity class \( O(n \log n) \). However, the performance of these solutions varies significantly depending on the composition of the input data; specifically, the ratio of the Pareto optimal points to the total number of points. The graph in Figure 4 illustrates the speedups of the different divide-and-conquer implementations relative to the input implementation of Figure 3. The horizontal axis is the ratio of optimal points in the input list (of size \( 2 \times 10^5 \)). When the ratio of optimal points is very small, the naive implementation performs significantly better than all other implementations, with speedups reaching 80x. When there are very few Pareto optimal points, the (quadratic) join operator defaults to a constant time complexity. As the ratio of optimal points increases, the performance of the naive implementation decreases to drop below all the other algorithms. Our tool produces all algorithms automatically and the user selects the best for their specific usage.

3 Background and Notation

Let \( \text{Sc} \) be a type that stands for any scalar type used in typical programming languages, such as \( \text{int} \) and \( \text{bool} \), whenever the specific type is not important in the context. Scalars are
assumed to be of constant size, and conversely, any constant-size representable data type is assumed to be scalar. Consequently, all operations on scalars are assumed to have constant time complexity. Type \( S \) defines the set of all sequences of elements of type \( S \). The concatenation operator \( \odot : S \times S \rightarrow S \) defined over sequences is associative. The sequence type stands in for arrays, lists, or any collection data type that admits a linear iterator and an associative composition operator. A function \( h : S \rightarrow D \) is rightwards if there exists a binary operator \( \odot : D \times S \rightarrow D \) such that for all \( x \in S \) and \( a \in S \), we have \( h(x \odot [a]) = h(x) \odot a \). A rightwards function can be defined by a left fold over a sequence: \( h(x) = \text{foldl} \odot h([]) \) \( x \). A leftward function is defined analogously using the recursive equation \( h([a] \bullet x) = a \odot h(x) \). A function is single-pass if it is leftwards or rightwards.

4 Decomposing D&C Specification

The input to our approach is an implementation of a single-pass function \( f : S \rightarrow D \). To accommodate generic reference implementations, which may be a (nested) loop or a recursive function performing multiple passes over the input data, we propose a (source-to-source) translation in [10]. This translation converts an arbitrary iterative or recursive input implementation to a single pass recursive function \( f \).

The goal of this section is to start with a generic specification for divide-and-conquer and transform it to a tractable specification for search-based synthesis. A general divide-and-conquer algorithm comprises of a divide function \( \odot : S \rightarrow S^2 \) and a join function \( \odot : D^2 \rightarrow D \) (with \( c > 1 \)) that satisfy the specifications:

\[
\Psi(\odot, \odot) \equiv \forall z \in S : f(z) = \odot(f(\odot(z).1), f(\odot(z).2), \ldots, f(\odot(z).c))
\]  

(1)

Since \( \odot \) and \( \odot \) must be computable, the solution space for them is the set of recursive functions. To accommodate full automation, we focus on a slightly more limited universe of divide functions, namely those that partition the input space.

To simplify the formal notation, we restrict \( c \) to be precisely 2. All formal statements stated and proved in this paper generalize to any value for \( c \), and therefore this does not cause a loss in generality. The stronger specification for partition divide-and-conquer algorithms is:

\[
\Psi^*(\odot, \odot) \equiv \forall z \in S : f(z) = f(\odot(z).1) \odot f(\odot(z).2) \\
\land \ z = \odot(z).1 \cup \odot(z).2
\]  

(2)

where \( z \) denotes the set of elements of sequence \( z \).

Note that both \( \Psi \) and \( \Psi^* \) admit trivial (useless) solutions. For example, a valid solution for \( \odot \) is to divide a sequence \( s \) into the sequence \( s \) and the empty sequence \( [] \), and let \( \odot \) return its first component. To rule these out, we add a constraint on the sizes of individual outputs generated by \( \odot \) over a universe of inputs. It requires the existence of at least one input which would divide a list of length \( m + k \) into two sublists of arbitrary sizes \( m \) and \( k \). Formally:

\[
\chi(\odot) \equiv \forall m, k \in \mathbb{N}, \exists z \in S : |\odot(z).1| = m \land |\odot(z).2| = k
\]

Note that this can be extended to multi-way divides in a straightforward way. Combining \( \Psi^* \) from Equation 2 with \( \chi \) will result in our first concrete specification with non-trivial solutions:

\[
\Psi^*(\odot, \odot) \equiv \forall \odot, \odot \in S \rightarrow S^2 : f(x, y) = f(\odot(x \bullet y)) = f(x) \odot f(y)
\]

(4)

where \( \chi \) is reformulated for \( p \) as

\[
\chi^p(p) = \forall m, k \in \mathbb{N}, \exists x, y \in S^2 : |x| = m \land |y| = k \land p(x, y)
\]

The new specification is only a rephrasing of our problem, and as the following theorem states, \( \Psi^* \) can be used instead of \( \Phi \) without a compromise.

Theorem 4.1. The specifications \( \Psi^* \) (defined in Equation 3) and \( \Phi \) (defined in Equation 4) are mutually realizable.

So far, we have reformulated the problem of synthesizing a divide and a join operation to a different yet equirealizable problem of synthesizing a predicate \( p \) and a join operation. This is an intermediate step that facilitates the independent algorithmic synthesis of \( p \) and \( \odot \), in contrast to the monolithic task that is put forward by the specification \( \Phi \). First, we discuss how this can be achieved through a specialization of the synthesis problem.

4.1 Permutation Invariance

If \( f \) is not sensitive to the order of elements in its input sequence, then \( \pi \) can be eliminated from \( \Phi \).
Definition 4.2 (Permutation invariant). A function $f$ is permutation invariant iff for all permutation functions $\pi$ and all lists $x \in S$, $f(x) = f(\pi(x))$.

If $f$ is permutation invariant and $(\pi, p, \odot)$ is a solution for $\Phi$, then $(\pi', p, \odot)$ for any permutation function $\pi'$ is also a valid solution to $\Phi$. Therefore, we can simply replace $\pi$ with the identity permutation and simplify $\Phi$ to:

$$\Phi^*(p, \odot) \equiv \forall x, y \in S^2 : p(x, y) \Rightarrow f(x \odot y) = f(x) \odot f(y) \land \chi^*(p) \quad (5)$$

Theorem 4.3. If the function $f$ is permutation invariant then the specifications $\Phi^*$ and $\Psi^*$ are mutually realizable.

An insight from the proof (in Appendix B.2) is the necessary relation between $p$ and $\chi$, which must satisfy $\forall z \in S, p(\chi(z).1, \chi(z).2)$.

The practicality of $\Phi^*$ (over $\Psi^*$) is that without $\pi$, one can synthesize $p$ and $\odot$ in two independent (synthesis) steps as discussed in Sections 5 and 6.

4.2 Splitting Divides

The results in Section 4.1 are theoretically crisp, but seem restricted in the sense that they do not apply if the function is not permutation invariant. It turns out that solutions to specification $\Phi^*$ go beyond divide functions for permutation invariant functions. Consider splitting divides as formally defined below.

Definition 4.4 (Splitting divide). A divide function $\chi : S \rightarrow S \times S$ is a splitting divide if $\forall z \in S : z = \chi(z).1 \cdot \chi(z).2$.

A splitting divide $\chi$ can also be synthesized (indirectly) through the specification $\Phi^*$. The reason goes as follows. The restriction of $\Phi^*$ to splitting divides is:

$$\Psi^*(\chi, \odot) \equiv \chi(\chi) \land (z = f(\chi(z).1) \odot f(\chi(z).2))$$

$$\land \forall z \in S : \chi(z).1 \cdot \chi(z).2 = z \quad (6)$$

Proposition 4.5. If $\Psi^*$ is realizable then so is $\Phi^*$.

Proposition 4.5 concludes that whenever a splitting divide solution exists, $\Phi^*$ also presents a corresponding solution. The converse does not hold; there may exist a solution for $\Phi^*$ while no solution for $\Psi^*$ exists. Note that splitting divides provide valid divide-and-conquer implementations for many instances where $f$ is not permutation invariant.

So far we have argued how $\Phi^*$ can be used to generate two different generic class of divide-and-conquer algorithms. Theoretically, there is no guarantee that either $f$ is a permutation invariant or a splitting divide for $f$ exists. Practically, however, we have never come across a single case for this. Nevertheless, to close the theoretical gap, in Appendix B.4, we discuss a general construction that translates an arbitrary function $f$ to a permutation-invariant implementation of it $\tilde{f}$. We prove that realizability of $\Phi^*$ for $f$ implies realizability of $\Phi^*$ for $\tilde{f}$. Therefore, if $f$ is not permutation invariant and a splitting divide does not exist, then one can theoretically synthesize a divide-and-conquer solution for $\tilde{f}$ instead.

5 Synthesizing Divide-and-Conquer

The intention with the design of a divide-and-conquer implementation is to either obtain a better performing sequential algorithm or a parallelizable algorithm. In both cases, the resulting algorithm should not have a worse computational complexity than the input reference implementation. Note that the specification(s) from Section 4 carry no guarantees about the computational complexity of the synthesized code. We first introduce sufficient conditions that guarantee a reasonable computational complexity for the synthesized program. Then, we provide a refinement of the schema in Figure 2 that incorporates these complexity constraints and makes explicit use of specifications introduced in Section 4.

5.1 Complexity of Divide-And-Conquer

The time complexity of synthesized divide-and-conquer algorithms can be measured through the Master Theorem [5]. Under the assumption that the divide operator is balanced, the time complexity is defined through the recurrence $T(n) = kT(n/c) + w(n)$, where $w(n)$ captures the combined complexities of $\odot$ and $\chi$, and $c$ and $k$ respectively determines the number of subproblems created and recursively solved.

In our synthesis context, we assume $w(n)$ to have simple polynomial complexity, that is $O(n^m)$ for some $m \geq 0$, since it is difficult to relate logarithmic complexities to syntax. We use a triple $(m, k, c)$ to denote the complexity budget for a divide-and-conquer algorithm, from which (through the Master Theorem) its asymptotic complexity can be calculated.

In a typical divide-and-conquer algorithm, there is usually a tension between the complexity of divide and join functions. If the algorithm does more work upfront, to perform a favourable division, then the task of combining will become simpler. Conversely, if it performs a cheap division, a more elaborate join will be required. Quick sort and merge sort can be respectively considered instances of the two scenarios. We use this insight to enumerate different possible solutions to synthesis. The $O(n^m)$ total cost for divide and join operations is computed as the combination of the complexities $O(n^m_{\odot})$ for division and $O(n^m_{\chi})$ for join.

5.2 Synthesis Paradigm

Figure 5 illustrates a precise instantiation of the schema presented earlier in Figure 2, incorporating a complexity budget and the specifications introduced in Section 4. Our synthesis algorithm maintains an internal budget for the join operation, which is initialized to the smallest possible value $B_{\odot} = (m_{\odot}, k, c) = (0, 1, 2)$. The algorithm attempts to synthesize a solution within budget $B_{\odot}$, and if it fails then it
Fig. 5. Phased Synthesis Schema

increases the budget until it reaches a limit, where the divide-and-conquer code will end up with higher computational complexity than the input implementation. At the high level, the algorithm proceeds in three phases:

(I) The weakest divide predicate \( p \) is synthesized that satisfies the specification \( \exists \odot \in B_\odot \text{ s.t. } \Phi^*(p, \odot) \). At this stage, the algorithm does not synthesize an implementation for \( \odot \) but rather guarantees its existence within budget \( B_\odot \). An algorithm for (I) is the key (algorithmic) contribution of this paper and appears in Section 6.

(II) A divide operation \( \forall \) matching \( p \) is synthesized. \( \forall \) is the lowest (time) complexity divide operation that satisfies \( \forall x \in S : p(\forall(x)) \). As a direct consequence of the conceptual contributions presented in Section 4, this phase can be efficiently implemented using a straightforward syntax-guided synthesis routine.

(III) An implementation of \( \odot \) (within budget \( B_\odot \)) is synthesized such that \( \Psi^*(\forall, \odot) \) holds. Similar to (II), this step can be implemented using a straightforward syntax-guided synthesis routine.

The loop between steps (I) and (II) may succeed several times, for increasing values of \( B_\odot \), and therefore, it can enumerate many valid solutions when more than one exist.

If step (I) fails to discover a predicate \( p \), the default value \( false \) is returned which triggers the step to be repeated with a higher budget \( B_\odot \). The fact that \( p \) is the weakest predicate implicitly guarantees that it satisfies \( \chi^* \), and therefore, it does not have to explicitly appear as part of \( \Phi^*(p, \odot) \).

The algorithm also produces a lifting of \( f \) to guarantee the existence of \( \odot \) in step (I), if one is required. In other words, the \( f \) as it appears in \( \Phi^*(p, \odot) \) may be the original \( f \) or a lifting \( f \) (of \( f \)) that facilitates the existence of the \( \odot \). Our proposed algorithm for synthesis of \( p \) in Section 6 also accommodates the computation of \( f \), if necessary.

In step (II), the algorithm attempts to synthesize \( \forall \) such that total complexity of divide-and-conquer algorithm based on the budget \( \langle \text{max}(m_\odot, m_\forall), k, c \rangle \) is at most as computationally expensive as \( f \). A failure in this step means that a divide function matching the predicate \( p \) cannot be synthesized. If step (II) fails, then \( B_\odot \) is increased so that a different predicate is produced in step (I).

\( B_\odot = (m_\odot, k, c) \) is increased first by incrementing \( k \) until \( k = c \), and then by incrementing \( m \) until the complexity of \( f \) is reached, and finally by incrementing \( c \). Note that there is no theoretical bound on \( c \), but it is often a small constant and therefore a small bound is preset for it in this loop. The loop terminates when \( B_\odot \) reaches its limit.

By the end of step (II), the algorithm has synthesized a \( \text{divide} \) operation \( \forall \) that satisfies the specification \( \exists \odot : \Psi^*(\forall, \odot) \) such that the combined cost of \( \forall \), known since it has been synthesized, and \( \odot \), known through \( B_\odot \), does not surpass the asymptotic complexity of \( f \). Therefore, step (III) is guaranteed to succeed.

The solution space of possible divide-and-conquer algorithms in each iteration subsumes that of the previous iteration since \( B_\odot \) is increased. Therefore, a predicate solution from an earlier iteration is a valid solution for a later iteration. However, a new predicate, admitted through a bigger \( B_\odot \), is strictly weaker than a predicate from an earlier iteration. This is precisely why a criterion is needed to effectively seek the weakest predicate that satisfies the constraints in step (I). This also guarantees that upon termination, the algorithm explores all possible divide-and-conquer solutions with a join function of polynomial time complexity within acceptable range.

6 Deductive Recursion Synthesis

This section presents an algorithm for step (I) in Fig. 5. The goal is to find a divide predicate \( p \) such that there is a join function \( \odot \) within a given budget \( B_\odot = (m_\odot, k, c) \) that satisfies \( \Phi^*(p, \odot) \), that is, for \( c = 2 \):

\[
\forall x, y \in S^2 : p(x, y) \implies f(x \odot y) = f(x) \odot f(y). \tag{7}
\]

Key Insight. In the above specification, \( f \) is the known recursive function, \( p \) is an unknown recursive predicate and \( \odot \) is an unknown recursive function. The idea is to use the recursive definition of \( f \) to infer the recursive definition of \( p \) (and \( \odot \)). We do this by induction on the two \( f \) input parameters \( x \) and \( y \), and the two \( \odot \) input parameters \( f(x) \) and \( f(y) \) (unless they are scalars). Starting with empty lists, one can solve for \( p \) and \( \odot \) for lists of increasing sizes, and then extrapolate a recursive definition for \( p \) (and for \( \odot \)). Since \( f \) is rightwards single-pass, it is sufficient to perform induction only on \( y \) and on \( f(x) \), but not on \( x \). We start with an intuitive explanation of the algorithm through an example, and then present the formal details.

Recall example POP from Section 2. We illustrate how a recursive definition of \( p \) may be discovered for the 2-way
Induction Parameters

Figure 6. Expression of the unfolding POP(\(x \bullet [a_1]\))

divide in one of the divide-and-conquer instances discussed for POP. To simplify the presentation of this instance, we assume that we know \(\odot = \bullet \) a priori, even though this is not generally the case. We start by doing induction on \(y\) and POP(\(x\)). We let \(y = [a_1]\) and \(y = [a_1, a_2]\) for two different instances, and POP(\(x\)) = \([s_1, s_2]\). Note that the list elements are symbolically denoted by variables \(a_1, a_2, s_1,\) and \(s_2\).

Expression (i) in Figure 6 is the result of inlining the recursive definition of POP(\(x \bullet [a_1]\)). Since \(x\) is fixed, one can view POP(\(x \bullet [a_1]\)) as the unfolding of function POP starting from POP(\(x\)). Observe that expression (i) in no way resembles the format of Equation 7, and the expression of \(p\) cannot be guessed from it. Using a few simple rewrite rules, specifically \((c ? a : b) \odot d \rightarrow c \odot a \odot d:\) and the factoring of conditionals, expression (i) can be rewritten to expression (ii) \(^1\). Note that in expression (ii), the then-expression is equal to POP(\(x\)) \(\bullet\) POP(\([a_1]\)). Therefore, if the highlighted expression is true, then POP(\(x \bullet [a_1]\)) = POP(\(x\)) \(\bullet\) POP(\([a_1]\)), which makes the highlighted expression our best conjecture for \(p(x, [a_1])\). Yet, one unfolding is not sufficient for deducing a recursive definition for \(p\). Therefore, we repeat this process with \(y\) as a list of two elements, which will produce a conjecture for \(p(x \bullet [a_1, a_2])\). If we compute the expression for POP(\(x \bullet [a_1, a_2]\)) and rewrite it, we get:

\[
\text{POP}(x \bullet [a_1, a_2]) = \neg((a_1 > a_2) \lor p(x, [a_1])) \land (\neg(a_2 > a_1) \lor (s_1 > a_2 \land s_2 > a_2 \land s_2 > s_1)) \land \text{POP}(x \bullet [a_1, a_2])
\]

The expression for \(p(x, [a_1, a_2])\) is again identifiable from the conditional operator at the root. Observe that both expressions are instances of the more general pattern \(\forall r \in \text{POP}(y), \forall s \in \text{POP}(x), s > r \land r > s\), which is precisely the recursive definition that our algorithm extrapolates from these two instances through a recursion discovery (RD) step. We say well-formed expressions like these are in normal form. \(\Phi^*\) can be transformed to:

\[
\forall(x, y) \in S^2: f(x \bullet y) = p(x, y) \land f(x) \odot f(y) : f(x \bullet y)\]  (8)

where \(p\) appears as a conditional subexpression of the right-hand side, rather than as a precondition in Equation 7. This facilitates the identification of normal forms through the transformation of the expression of \(f(x \bullet y)\).

We made the simplifying assumption that \(\odot = \bullet\), but in general, it is unknown. Therefore, instead of knowing that POP(\(x \bullet\) POP(\([a_1, a_2]\)) is the join expression, we have to characterize the shape of valid join expressions. Then, based on Equation 8, a guess is made for a subexpression representing \(p\) based on the expression under the condition having the right shape.

The diagram on the right summarizes the procedure. First, based on induction parameters of increasing size, the expressions of the unfoldings of \(f(x \bullet y)\) are transformed to normal forms (see Section 6.1). The relevant sets of subexpressions for \(p, \odot,\) and a possible lifting \(f\) are extracted from the normal forms for successive unfoldings (see Section 6.2). Synthesizing \(p\) is the main goal of this procedure. In some instances, when the transformation works well, the set \(E_p\) is precise enough so that \(\odot\) can be discovered through recursion discovery. But, this is not always the case, and the only guarantee of this step is its existence within budget \(B_\odot\). Lifting is done when required, and the transformation produces the candidate set \(E_f\) (see Section 6.3). Finally, a recursion discovery (RD) subroutine extrapolates recursive definitions for \(p, \odot,\) and \(f\) respectively out of the sets of expressions \(E_p, E_\odot,\) and \(E_f\) (see Section 6.4).

6.1 Normal Forms

We first present a characterization of the expression (a normal form) of \(\odot\) informed by a budget \(B_\odot\).

\(B_\odot\)-normal form. The \(B_\odot\)-normal form intuitively describes the shape of the expression of \(f(x) \odot f(y)\). To characterize the unfolded expression of a join within budget \(B_\odot\), we define \(B_\odot\)-normal forms parameterized by the budget, and the input expressions of the join \(f(x)\) and \(f(y)\). For a budget \(B_\odot = (m_\odot, k, c)\), the normal form illustrated on the right characterizes the expression of the join in the form of the expression skeleton \(\hat{S}\). The leaves completing the skeleton are the inputs to \(\odot\) which should be filled with \(f(x)\) or \(f(y)\). If \(\hat{S}\) is meant to characterize a join within budget \(B_\odot\), then it can admit at most \(k\) inputs parameters. For example, since both \(f(x)\) and \(f(y)\) appear in the expression on the right, it is only in normal form for \(k = 2\).

The join should be computable in \(O(n^{m_\odot})\) time. Recall that normal forms are defined for expressions of fixed size resulting from unfoldings on inputs of fixed size, as the example in the beginning of this section suggests. We define a notion of cost for these expressions such that when a general recursive \(\odot\) is synthesized using the normal form, we will have the guarantee that \(\odot \in O(n^{m_\odot})\). An expression is in normal form if it adheres to a particular shape and has a particular cost.

An expression skeleton of degree \(k\), denoted \(\hat{S}^k\), is an abstract syntax tree (AST) described by the grammar on the

\(^1\)Appendix C.1 spells out the rewriting steps for the interested reader.
right, where the leaves are constants or indexed holes $??_i$, with $1 \leq i \leq k$. Given a set of input expressions $E = \{e_i\}_{i \leq k}$, $S^k[E]$ denotes the expression constructed by replacing the hole $??_i$ in $S^k$ by expression $e_i$, for all $1 \leq i \leq k$.

In our algorithm, $S^k$ characterizes the shape of a join of arity $k$, and the $e_i$’s stand for the inputs to the join function, for instance $f(x)$ and $f(y)$. Note that skeletons have a fixed degree $k$, since $k$ is the number of parameters of $\odot$ fixed by the budget.

The cost associated to each skeleton is a vector $m$ of length $c$ (the number of partitions produced by $\lor$). Semantically, it represents the conjecture that $S^k[E]$ is computable in $O(m^{\max(m)})$ time for arbitrary inputs $E$ of size $n$. Note that $G$ is a bounded expression, and the $e_i$ that the algorithm considers are bounded, at each step of the inductive reasoning. Yet, the final join function has to have the right time complexity over arbitrary-sized inputs.

Intuitively, one can establish the complexity of the join operator by examining the candidate skeletons over different induction steps. The skeleton from the previous induction step and its associated cost forms a context that is used as a parameter to determine the cost of the new skeleton for the current induction step.

The context consists of a skeleton $S^k_{\text{prev}}$, a cost conjecture $m$, and an identifier $0 < i_s \leq c$ for the induction parameter expanded in the current induction step. Initially, $m = 0$, and a skeleton of minimal size is assumed in the first induction step. The cost $m$ of a skeleton $S^k$ is determined based on the subexpression relation between $S^k$ and $S^k_{\text{prev}}$. If $S^k$ is not changed in the current induction step, one can infer that its computation takes constant time with respect to the current induction parameter $i_s$. Otherwise, $S^k_{\text{prev}}$ must appear as a subexpression of $S^k$, since the target of synthesis is a recursive function. If there is a new hole $??_i$ in $S^k$, which is not part of $S^k_{\text{prev}}$, then the induction component $\mu(i)$ that corresponds to the hole is updated ($\mu$ maps the input of the skeleton to induction components). Otherwise, the current induction component is updated. Intuitively, since an extra subexpression appears in $S^k$, there is an additional computation step required for one induction step, and the computation takes linear time. The algorithm is illustrated on the right, but it is missing a few cases, which seem to be uncommon in practice and did not occur in the synthesis of any of our benchmarks. The complete algorithm, listing all cases, appears in Appendix C2.

**Definition 6.1 ($B_\circ$-normal form).** An expression $e$ is in $B_\circ$-normal form in context $C$, for a budget $B_\circ = (m_\circ, k, c)$, with respect to a family of expressions $E = \{e_i\}_{i \leq k}$, iff there exists a skeleton $S^k$ such that $e = S^k[E]$ and $\max(m) = m_\circ$.

We say that an expression is $B_\circ$-normalizable in context $C$ with respect to $E$ if it can be rewritten to an expression in $B_\circ$-normal form in context $C$ with respect to $E$. The context is only mentioned explicitly if it is relevant.

**Multi-way conditional expression.** If $p(x, y) \equiv \text{true}$, that is if any division is acceptable, then $f(x \cdot y)$ is $B_\circ$-normalizable with respect to $\{f(x), f(y)\}$. But, if a special division is necessary, then the shape of the expression $p(x, y) \circ f(x) \odot f(x \cdot y)$ (from Equation 6) hints at the fact that only a subtree of the AST, after rewriting, is in $B_\circ$-normal form. This is the subexpression that appears under the then branch of the conditional expression.

**Definition 6.2.** An expression $e = \{e_i | i \in I\}$ is a multi-way conditional expression (MC-expression) with branch conditions $\{b_i\}_{i \in I}$, if branch expressions $\{e_i\}_{i \in I}$ do not contain any

$$\text{LIS}([]) = (0, 0, -\infty) \quad \text{LIS}(x \cdot [a]) = \text{LIS}(x) \odot a$$

$s \oplus a = \text{let } cl = s \cdot \text{prev} < a \land s \cdot cl + 1 : 0 \in (cl, cl \uparrow \cdot s \cdot ml, a)$

We consider the second unfolding starting from $\text{LIS}(x) =\langle cl_0, ml_0, \text{prev}_0 \rangle$, with input $\{a_1, a_2\}$. The expression of $\text{LIS}(x \cdot [a_1, a_2])$.ml is translated to an MC-expression with 4 branches:

1. $ml_0 \uparrow cl_0 + 1 \uparrow cl_0 + 1 + 1 \text{ if } (a_1 < a_2) \land (\text{prev}_0 < a_1)$
2. $ml_0 \uparrow cl_0 + 1 \uparrow 0 \text{ if } (a_1 \geq a_2) \land (\text{prev}_0 < a_1)$
3. $ml_0 \uparrow 0 \uparrow 0 \uparrow 0 \text{ if } (a_1 < a_2) \land (\text{prev}_0 \geq a_1)$
4. $ml_0 \uparrow 0 \uparrow 0 \text{ if } (a_1 \geq a_2) \land (\text{prev}_0 \geq a_1)$

The expression of the divide predicate $p$ intuitively corresponds to the subset of branches where the expressions under guards match the expressions of the function $\odot$. Formally, in a MC-expression $e = \{e_i | b_i | i \in I\}$, a boolean expression $b$ isolates the subset of branches $I' \subseteq I$ iff $\forall i' \in I' : b_i \implies b$ and $\forall i \in I \setminus I' : b_i \implies \neg b$.
6.2 Expression Transformation

Given an unfolding of $f(x \bullet y)$, we first transform it into an MC-expression. Then we check which branches have expressions that are $\mathcal{B}_\circ$-normalizable by attempting to normalize them. The expression of $p$ is exactly the expression isolating the subset of branches that are successfully rewritable to $\mathcal{B}_\circ$-normal forms, and the expression of $\circ$ is the skeleton defining the normal forms.

**Example 6.4.** Recall Example 6.3 and suppose that we have a constant time budget for $\circ$. In the second induction step, the two inputs of the join are $\{(cl_0, ml_0, \text{prev}_0), \text{LIS}([a_1, a_2])\}$. Branch 3 and 4 expressions can be rewritten to a $\mathcal{B}_\circ$-normal form, witnessed by the skeleton $\mathcal{S}^2 = ??_1, ml \uparrow ??_2, ml$, which can be computed in constant time with cost $(0,0)$ (accounting for the context from previous step).

However, there is no normal form of cost $(0,0)$ for the branches 1 and 2: the branches contain subexpressions of the form $cl_0 + 1 + \ldots$ that grow in size with each induction step, so the inferred cost in these branches is $(0,1)$.

Branches (3,4) are normalizable for a constant-time budget, and the expression of the predicate is identified by isolating those branches: $p(\text{LIS}(x), [a_1, a_2]) \equiv a_1 \leq \text{prev}_0$.

Any expression in the program can be transformed to an MC-expression. The first step consists in using a strongly normalizing rewrite system, with rules similar to the ones used in the introductory example of this section (complete list in Appendix A.3). The expression generated by the rewrite system is an MC-expression. Then a solver eliminates the branches that are infeasible; that is, each branch with index $i$ such that $\neg b_i$ is valid is removed.

The $\mathcal{B}_\circ$-normal form generalizes the constant normal forms and recursive normal forms defined in [9]. Normalizing a symbolic expression to a $\mathcal{B}_\circ$-normal form can be done by small adjustments in the rewriting process from [9], which in turn is a relatively standard cost-based rewrite system. We list the rewrite rules used in Appendix A.2. Note that the context for $\mathcal{B}_\circ$-normalization depends on the branch of the MC-expression. Each branch has a matching branch at the previous induction step, from which the context is taken.

With an ideal normalization process, the predicate expressions synthesized are guaranteed to correspond to the expressions of the weakest predicate that ensures a join operator $\circ$ exists within budget $\mathcal{B}_\circ$, since at each unfolding stage, all the branches that are $\mathcal{B}_\circ$-normalizable are isolated. But, since reachability of an existing $\mathcal{B}_\circ$-normal form is undecidable [8, 9], the weakness of $p$ cannot be theoretically guaranteed for all inputs. This also implies that the join cannot be always synthesized by our algorithm.

6.3 Automatic Lifting

During the process of identifying $\mathcal{B}_\circ$-normalizable subexpressions, instead of discovering a clean $\mathcal{B}_\circ$-normal form, the expression sometimes normalizes to a tree of the form illustrated on the right. There are leaves corresponding to $f(x)$ and $f(y)$ as before, but there is also a leaf that corresponds to subcomputations not already performed by $f$. The figure labels this as a new function $g(y)$. The normal form implies that the join operator needs access to the result of $g(y)$ to produce the overall result. Hence, $f$ needs to lifted to compute $g$ in addition to its original computation.

Normalization of a single branch of an MC-expression can have three possible outcomes: (i) success (i.e. no lifting required), (ii) lifting required, or (iii) failure, when the cost of the expression surpasses the budget. One can aim for a solution based on all branches in class (i) (with no lifting), or for one based on all branches in classes (i) and (ii) to produce the weakest predicate supported by the lifting.

**Example 6.5.** Recall Example 6.4: a predicate $p$ is discovered without a need for lifting (i.e. branches 3 and 4 belong in class (ii)). Suppose now that we aim to identify all branches as normalizable; this will lead to $p \equiv \text{true}$, then $\nu$ being the random splitting, an instance of a MapReduce solution. For this a lifting is required, since subexpressions of the form $cl_0 + (1 + \ldots)$, which appear branches 1 and 2, have to be precomputed to maintain the possibility of a constant-time join. The exact expression depends on the condition $a_1 < a_2$, therefore we derive the auxiliary computation $g_1([a_1, a_2]) = a_1 < a_2 ? 1 + 1 : 1$. Additionally, the condition isolating branches (3,4), $a_1 \leq \text{prev}_0$ has to be available for join, the extra auxiliary $g_2([a_1, a_2]) = a_1$ is also required. Therefore, branches 1 and 2 belong in class (ii).

A similar deductive-style automated lifting was introduced for lists in [8] and extended to multidimensional lists in [9]. But with the aid of MC-expressions, we can infer strictly more expressive auxiliary computation in this paper, in particular we can synthesize conditional auxiliary computations. More details about the procedure and an example are presented in Appendix C.3.

6.4 Recursion Discovery

The goal of recursion discovery is to deduce the recursive definition of a function from its unfoldings. In [8, 9], a procedure is proposed for solving this exact problem. It operates by using subtree isomorphisms to identify different stages of a recursive computation in an input set of expressions. We apply their procedure as a black-box in two instances: the divide predicate and the lifting discovery.

At each step of the induction process, the unfoldings of the rightwards single-pass function $f$ from an initial state $f(x)$ on sequence $y$ are transformed to expressions of the form $p(f(x), y) ? f(x) \circ f(y) : f(x \bullet y)$. With an ideal normalization process, this would allow to identify the unfoldings
of \( \odot \), \( p \) and \( g \), a function that computes the information required in addition to \( f \) in the lifting \( f \). As noted in Section 6.1 no such ideal procedure exists, and in practice we can only identify the expressions of \( p(f(x), y) \) and \( g(y) \), but not \( \odot \), for the different values of \( f(x) \) and \( y \) during the induction process. Recursion discovery is used to produce a recursive definition of \( p_0 : D \times S \rightarrow \text{Bool} \) from the unfoldings of \( p_0 \), i.e. the expressions of the form \( p_0(f(x), y) \), for different inputs \( f(x) \) and \( y \). The function \( p_0 \) is defined recursively by an operator \( \odot \) such that \( p_0(f(x), y \odot [a]) = p_0(f(x), y) \odot (f(x), y, a) \). Note that \( p_0(f(x), y) \) may be false, which means no corresponding divide can be discovered. Once \( p_0 \) is discovered, the divide predicate \( p \) is simply defined as \( p(x, y) = p_0(f(x), y) \).

Recursion discovery is also used to discover a recursive definition of a lifting of \( f \) when necessary. It produces a function \( g \) from the expressions \( g(y) \) (for different values of \( y \)) identified after normalization, which is then tupled with \( f \) to form a lifting \( f \).

Example 6.6. In Example 6.5, we identified bounded expressions that correspond to the required lifting. From a set of such expressions, recursion discovery deduces a recursive definition for \( g_1 \), with signature \((\text{cond}, \text{aux})\):

\[
g_1(x \bullet [a]) = \begin{cases} 
\text{let } c = g_1(x).\text{cond} \land (f(x).\text{prev} < a) \text{ in} \\
\text{let } b = g_1(x).\text{aux} \text{ in } (c, c ? b + 1 : b)
\end{cases}
\]

The final lifting of \( \text{LIS} \) is \( \text{LIS}'(x) = (\text{LIS}(x), g_1(x), \text{head}(x)) \) since \( \text{head} \) is the trivial result of recursion discovery from the unfoldings of \( g_2 \) in Example 6.5.

7 Synthesizing Divide and Join

Once the divide predicate \( p \) is successfully synthesized, the two remaining tasks are the synthesis of the join function and the synthesis the divide function using \( p \) as its specification. These are simple tractable synthesis problems for search-based synthesis tools, which is precisely the reason why we decomposed the problem in this particular manner. We briefly explain each task (at the high level) for the sake of the completeness of the paper.

7.1 Divide Function Synthesis

We use syntax-guided synthesis [3] to synthesize a divide function according to specification \( \forall z \in S, f(z) = f((\forall z).1) \odot f((\forall z).2) \). In general, this synthesis problem is identical to a similar problem that was solved in [9], with good theoretical guarantees. We do not repeat that contribution here. Whenever the procedure described in Section 6 succeeds in producing the join, the synthesis step in (III) is effectively reduced to a bounded verification of the already discovered \( \odot \), effectively checking that the divide-and-conquer algorithm with the divide synthesized in step (II) and the join operator inferred at step (I) is functionally equivalent to the original function. For example, concatenation, as the join for the two-way divide solution of POP, is inferred at the divide predicate synthesis step.

8 Experimental Results

Our approach is implemented as an extension of the tool Parsynt [20], which accepts as input C-like iterative programs with loops or functional programs written in Scheme. It is implemented in OCaml [16] and uses Z3 [6] as SMT solver and Rosette [25] as syntax-guided synthesis solver. All experiments were run on a desktop with two 8-core Intel Xeon E5-2620 and 32GB of RAM running Ubuntu 18.04.

To the best of our knowledge Parsynt is the only fully automatic tool that can synthesize divide-and-conquer programs of the class described in this paper from a reference implementation. A number of tools, including Bigl [23], and Casper [1], synthesize various types of MapReduce [7] programs. The MapReduce model is too restrictive for splitting or partitioning divides, and all the tools mentioned fail to synthesize a solution for POP example from Section 2 or LIS example from Section 6. GraSSP [11] goes slightly beyond MapReduce and parallelizes single pass array computations,
but the most expressive class they target is subsumed by
our solutions with splitting divides. An earlier version of
Parsynt [9] targets nested loops and performs lifting, but
the divide operations are limited to the inverse of concate-
nation. We use the most difficult benchmarks from GraSSP
as some of our simplest benchmarks.

**Benchmarks.** The theoretical results of Section 4 suggest
a classification of the algorithms targeted in this paper into
those with splitting divides (e.g. LIS) and those with partition-
ing divides (e.g. POP). We evaluate the efficacy and efficiency
of Parsynt in synthesizing divide-and-conquer algorithms
for two sets of benchmarks, one for each category. We col-
lected our benchmarks from algorithm textbooks and related
work on divide-and-conquer programming. These are non-
trivial iterative algorithms for which equivalent divide-and-
conquer algorithms according to Equation 1 exist. Those that
have a solution with a partitioning divide are listed in Table 1
and those with a splitting divide in Table 7(a). The first set
includes sophisticated algorithms, where some have several
distinct divide-and-conquer implementations, synthesized
using different budgets. The second set is composed of single-
pass algorithms computing counts or maximal lengths of
subsequences that have a given property.

**Performance of Parsynt.** Table 1 and Figure 7(a) report
the synthesis times for
| Botton
| Column
<table>
<thead>
<tr>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sorting</td>
</tr>
<tr>
<td>k-largest</td>
</tr>
<tr>
<td>Closest pair</td>
</tr>
<tr>
<td>Intersecting</td>
</tr>
<tr>
<td>Histogram</td>
</tr>
<tr>
<td>POP</td>
</tr>
<tr>
<td>Minimal points</td>
</tr>
<tr>
<td>Quadrant</td>
</tr>
<tr>
<td>Orthogonal</td>
</tr>
<tr>
<td>Encircling set</td>
</tr>
</tbody>
</table>

Table 1. Partitioning Divides: Columns
| p, v, ⊗, present the synthesis time (in seconds) for the respective functions, and column O(?) lists the time complexity of
| the synthesized code. † indicates that no divide needs to be synthesized, a greyed
| cell signals that lifting was required, and × means that Parsynt fails.

3 For the k-largest benchmark we consider the case where k is large.

dimension. All input implementations have O(n²) time
complexity, and therefore the synthesized solutions with
O(n log n) complexity are highly non-trivial, on par with the
three solutions of POP discussed in Section 2.

In Table 7(a), we report the times spent in the predicate
and the join synthesis steps. Note that the predicate synthesis
times listed are the combined times for both lifting and the
predicate synthesis step (which take place in one step).

The benchmarks for which GraSSP [11] can also synthe-
size a solution are highlighted in blue. Note that Parsynt
synthesizes two solutions for each benchmark against one for
the other tool. The synthesis times are overall small for these
benchmarks, but Parsynt still illustrates a time advantage
(see Appendix D.1). The rest of our benchmarks are rejected
by other tools (including GraSSP), because they require
lifting in the form of addition of one or more conditional
accumulators with a non-trivial accumulation operation.

**Quality of the synthesized code.** The synthesized imple-
mentations for the benchmarks in Table 1 belong to one of
the two categories: (1) the synthesized divide-and-conquer
algorithm has a strictly lower asymptotic complexity than the
input sequential code (any row with O(n log n) complexity)
or (2) its asymptotic complexity is the same (about 22% of
the cases). In Section 2, we discussed how different input
distributions may result in a preference for one solution over
another, for the latter case.

The solutions with a splitting divide lead to scalable par-
allel implementations, as showcased in Figures 7(b) and 7(c).
In Figure 7(b) we compare the speedup of the different par-
allel implementations of the benchmarks of Table 7(a) with
varying number of threads, for an input of 10^10 integers with
indivisible blocks of 100 elements in average. For each bench-
mark, we have two solutions: one with a splitting divide (plotted
with a continuous line) and one with a lifting (dashed
line). Both implementations scale in parallel with compar-
able performance gains. The relative speedups for these
can also depend on the input data composition. Figure 7(c)
compares the relative speedups of the two implementations
of LIS, for varying sizes of increasing sequences in the input.
When increasing sequences are long, the splitting divide im-
plementation performs significantly worse than the one with
lifting. This observation generalizes across all benchmarks
that have splitting divide and lifting solutions, and makes a
case for why synthesizing two solutions is useful.

**Limitations.** Each table also lists the benchmarks that
underline the limitations of the various steps of our synthesis
process. We indicate by × the synthesis steps for which
Parsynt fails. For example, in Table 1 the solution for Botton
= (1, 2, 2) of the orthogonal convex hull benchmark, which
requires a complex lifting, could not be automatically synthe-
sized. The tool cannot synthesize the divide for the encircling
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Table 1. Partitioning Divides: Columns
| p, v, ⊗, present the synthesis time (in seconds) for the respective functions, and column O(?) lists the time complexity of
| the synthesized code. † indicates that no divide needs to be synthesized, a greyed
| cell signals that lifting was required, and × means that Parsynt fails.

3 For the k-largest benchmark we consider the case where k is large.
Figure 7. Splitting Divides: Table (a) lists the synthesis times (in seconds) of the benchmarks with splitting divides. ∗ indicates that the tool failed to find a solution. Figure (b) illustrates the speedups of the parallel implementations. Figure (c) compares the speedups of two parallel implementations of the LIS benchmark, for different ratios of size of increasing sequences to total size of input.

set benchmark because it involves the synthesis of a function with non-linear arithmetic operations. The benchmark Longest 1(0*)2(0*)3 in the last row of Table 7(a) (where the code computes the length of the longest substring matching the regular expression 1(0*)2(0*)3) admits a splitting divide, but the deductive synthesis procedure cannot infer a divide predicate due to the large number of new variables required to compute the predicate. The reader can refer to Appendix E.1 where we outline how difficult it is to derive these divide-and-conquer algorithms, even manually.

9 Related Work

There is a vast body of work on program synthesis. Here we only survey the work related to divide-and-conquer synthesis. Map-reduce is one of the most popular subclasses of divide-and-conquer, which formally relies on the computation being a list homomorphism, the precise class of functions that can be written as a composition of a map and a reduction (cf. first homomorphism theorem). The literature on divide-and-conquer synthesis can be divided into two categories based on the class of input computations targeted: (1) those with list homomorphisms as input, with the aim of synthesizing efficient map-reduce [7] programs [1, 14, 21, 23], (2) those that go beyond list homomorphisms [8, 9, 11, 15, 19, 22], and target code with more dependencies. In category (2), the techniques in [8, 9, 11, 22] synthesize list homomorphisms through some variation of lifting, the approach in [22] uses symbolic execution at runtime and to identify and defer dependencies, and Bellmania [15] targets input programs in the style of dynamic programming and orchestrates an efficient execution schedule to accommodate the dependencies. A direct comparison with work in [1, 9, 11, 23] with respect to the class of input programs appears in Section 8.

Derivation of list homomorphisms includes approaches based on the third homomorphism theorem [13, 14, 19], function composition [12], and quantifier elimination [18], as well as those based on recurrence equations [4]. These techniques are either not fully automatic, or rely on additional guidance from the programmer beyond the input sequential code. In contrast, the techniques in [8, 9, 11, 22] derive list homomorphisms automatically through lifting. The lifting performed in [9] is strictly the most general one and subsumes the rest.

The class of divide-and-conquer algorithms targeted in this paper is strictly more general than list homomorphisms, and therefore more general than both categories (1) and (2) of work mentioned earlier. To the best of our knowledge, no prior work targets a class as general as this automatically. In [24], manual synthesis of general classes is discussed.

10 Conclusion

We solve a program synthesis problem with three unknown components, related through a single specification, by decomposing it into tractable subtasks. The key takeaways are: (1) our deductive synthesis technique based on induction, rewriting, and recursion discovery is a powerful method for the synthesis of recursive code where another recursive code is available as the functional specification, and (2) an imperfect deductive synthesis algorithm can be utilized as an oracle producing powerful hints, which can be used to decompose a monolithic synthesis problem with multiple unknowns into a sequence of more tractable synthesis problems over subsets of these unknowns.
Our deductive synthesis module differs from the classic one in that instead of operating on the source code, it manipulates the results of its symbolic evaluation. Small variations in code may result in the same symbolically evaluated term, and therefore, the technique is more robust with respect to syntactic variations in the input implementations.

Our approach in decomposing the monolithic divide-and-conquer specification is in the spirit of multi-abduction [2]: a specification with multiple unknowns is decomposed into specifications for each unknown. The problem is that in this domain, like many others, individual maximal specifications for each component do not exist; a stronger specification on divide would imply less work to be done at join time. We exploit the structure of the problem to effectively enumerate all admissible pairs of specifications, by relying on the complexity of the join function to guide this enumeration.
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A Additional Background

A.1 Model of an Input Imperative Program

This section introduces the syntax of the sequential imperative programs. Figure 8 presents the syntax of the input sequential programs. We assume an imperative language with basic constructs for branching and looping. Scalar variables or of int or bool type, and we can build sequences from these types. We can also have sequence variables, to which elements can be appended either via append or by concatenation of a singleton list.

![Figure 8. Program Syntax](image)

A.2 Rewrite Rules for $B_\odot$-Normalization

Figure 9 represents the rewrite rules using in the normalization process. Similarly to [8, 9] the rules are applied when they reduce the cost of an expression. In the context of $B_\odot$ normalization, the cost is minimal when the expression is in $B_\odot$-normal form. A difference from the previous work [8, 9] using a similar approach is that there are cases where induction on the leftmost input of the join is required. In previous work, the cost function was defined as to measure the depth and number of occurrences of symbols corresponding to the initial state of the unfoldings. In this work, we add an additional step to the cost inference, which consists in reducing the value of the cost when subexpressions can be summarized as the initial state (as opposed to single symbols being the initial state).

A.3 Multi-way Conditional Expressions

Any expression from the language can be translated to a multi-way conditional form in two steps. Figure 10 presents the rewrite rules that allow to rewrite an expression of the language with conditionals to an expression where all the conditionals are at the top of the expression tree, and all the leaves are unconditional expressions. From the expression resulting of applying the rewrite rules, the multi-way condition can be obtained for each of the unconditional expressions while memorizing the conditional path in the expression tree. For each of the unconditional expressions, one branch of the multi-way is produced. The second step uses a solver to eliminate all the branches that are unfeasible. By construction, the disjunction of all the branch conditions is valid since all the conditionals in the function are balanced.

B Proofs

B.1 Proof of Lemma B.1

**Lemma B.1.** $\Psi^*(\forall, \odot) \rightarrow \Phi(\pi, p, \odot)$ if for all sequences $z$ we have $p(\forall z.1, \forall z.2)$ and $z = \pi(\forall z.1 \odot \forall z.2)$.

The proof is trivial, the lemma simply makes the relation between the divide function and the permutation and predicate function explicit.

Assume we have a valid solution $(\forall, \odot)$ for $\Psi^*$, a predicate $p$ and a permutation function $\pi$ such that $\forall z \in S : p(\forall z.1) \land z = \pi(\forall z.1 \odot \forall z.2)$. Additionally, we know that since $(\forall, \odot)$ satisfy $\Psi^*$ then $\forall$ satisfies $\chi$. So for any $m,k \in \mathbb{N}$,
there exists \( z \in S \) such that \( \forall (z).1 = m \land \forall (z).2 = k \) and since \( p(\forall (z).1 \circ \forall (z).2) \) we have \( \chi^*(p) \).

**B.2 Proof of Theorem 4.3 and B.2**

The proof relies on the following lemma, which defines the relation between divide predicates and divide functions:

**Lemma B.2.** \( \Phi^*(p, \circ) \implies \Psi^*(\forall, \circ) \) under the assumption that \( \forall z \in S : p(\forall (z).1, \forall (z).2) \).

Let us first prove this lemma. Suppose we have \( (p, \circ) \) a valid solution to specification \( \Phi^* \), and a \( \forall \) function that satisfies:

\[
\forall z \in S : p(\forall (z).1, \forall (z.2))
\]

Suppose \( z \in S \). We have \( p(\forall (z).1, \forall (z).2) \implies f(\forall (z).1 \circ f(\forall (z).2) \) since \( (p, \circ) \) is a solution of \( \Phi^* \). Since \( f \) is permutation invariant, we can rewrite \( p(\forall (z).1, \forall (z.2)) \implies f(z) = f(\forall (z).1) \circ f(\forall (z).2) \). By construction of \( \forall, p(\forall (z).1, \forall (z.2)) \) holds, therefore \( f(z) = f(\forall (z).1) \circ f(\forall (z).2) \).

Since \( p, \circ \) is a solution of \( \Phi^*, \chi^*(p) \) holds. That is, \( \forall m, k \in \mathbb{N}, \exists x, y \in S^2 : |x| = m \land |y| = k \land p(x, y) \). Therefore, for any \( k, m \in \mathbb{N} \) there are two sequences in the image of \( \forall \) (two sequences \( x, y \) such that \( p(x, y) \) holds) of lengths \( k \) and \( m \). If the sequences are in the image of \( \forall \), then there exists a sequence in the domain of divide, therefore \( \chi(\forall) \).

To prove Theorem 4.3, we prove the other realizability implication.

\((3 \implies 5) \) Suppose we have a join function \( \circ \) and a divide \( \forall \) such that \( \Psi^*(\forall, \circ) \). Since the domain of \( \forall \) is countable we can define the predicate \( p \) as follows, for any sequences \( x \) and \( y \): \( p(x, y) = \exists \pi : (x, y) = \forall (\pi (x \circ y)) \). The existence of a permutation \( \pi \) can be determined by enumerating all the permutations of \( x \circ y \) until dividing the permutation returns \( (x, y) \). If no such permutation is found, then there is no solution. We have then \( x, y \in S^2 \) such that \( p(x, y) \implies \exists \pi \in S, \forall (z) = (x, y), \) and so there is a permutation \( \pi \) such that \( p(x, y) \implies f(\pi (z)) = f(x) \circ f(y) \). Since \( f \) is permutation invariant, we can rewrite \( p(x, y) \implies f(x \circ y) = f(x) \circ f(y) \) and therefore \( (p, \circ) \) is a solution of \( \Phi^* \) (noting the the generality constraints transfer as in the proof of Lemma B.1).

**B.3 Proof of Proposition 4.5**

\((6 \implies 5) \) Trivial: we do not need the permutation in the proof of 4.3 because of the splitting divide hypothesis.

**Figure 10.** Rewrite rules for translation to multi-way conditional form.

Counterexample for the converse: Pareto is a counterexample for this particular case.

**B.4 Ranking Lifting**

Given a sequence \( x \) we denote by \( \tilde{x} \) as the sequence of elements of \( x \) paired with their rank (position) in \( x \). We denote by \( \pi \) the function that projects a sequence of elements with their rank to the sequence of element in the original order given the rank of their elements. Given a function \( f \), one can define a function \( \tilde{f} \) by \( \tilde{f}(\tilde{x}) = f(\pi(\tilde{x})) \). Then \( \tilde{f} \) is permutation invariant. Remark the the constructed \( \tilde{f} \) would not be an efficient function if there are no simplifications to make. Suppose there exists a predicate \( p \), a permutation function \( \pi \) and a join \( \circ \) such that

\[
\forall x, y \in S : p(x, y) \implies f(\pi(x \circ y)) = f(x) \circ f(y)
\]

Then there is a predicate \( \tilde{p} \) and join \( \circ \) such that

\[
\forall x, y \in S : \tilde{p}(\tilde{x}, \tilde{y}) \implies \tilde{f}(\tilde{x} \circ \tilde{y}) = \tilde{f}(\tilde{x}) \circ \tilde{f}(\tilde{y})
\]

\( \tilde{p} \) can be constructed simply by \( \tilde{p}(\tilde{x}, \tilde{y}) = p(\pi(\tilde{x}), \pi(\tilde{y})) \).

Since \( \tilde{f} \) is permutation invariant, we have the guarantee that a divide operation that satisfies \( \Psi^*(\forall, \circ) \) for \( \tilde{f} \) exists. Remark that such a divide operation will be invertible since it operates on sequences of elements that remember their rank.

**C Extras**

**C.1 Detailed Example: Rewriting POP**

This example details the rewriting steps taken in order to discover a divide predicate in the introductory example of Section 6. We assumed that the starting state \( \text{POP}(x) = [s_1, s_2] \) is of length two. Let us compute a first unfolding of the function starting from this state. We want to compute the expression of \( \text{POP}(x \bullet [a_1]) \) for some point \( a_1 \). Simply using the function definition we have:

\[
\text{POP}(x \bullet [a_1]) = (s_1 \triangleright a_1 ? [s_1] : [])
\]

\[
\bullet (s_2 \triangleright a_1 ? [s_2] : [])
\]

\[
\bullet (a_1 \triangleright s_1 \land a_1 \triangleright s_2 ? [a_1] : [])
\]

We can distribute the concatenation operations inside the conditionals using the rewrite rule \((c ? a : b) \oplus d \rightarrow c ? a \oplus d : b \oplus d \) Distributing the second line in the first line of the
expression above yields:

\[(s_1 \triangleright a_1 ?[s_1] \bullet (s_2 \triangleright a_1 ? [s_2] : []) : [] \bullet (s_2 \triangleright a_1 ? [s_2] : []) \bullet (a_1 \triangleright s_1 \land a_1 \triangleright s_2? [a_1] : [])\]

Let us write \(c_1 = a_1 \triangleright s_1 \land a_1 \triangleright s_2\). Distributing the third line inside yields:

\[(s_1 \triangleright a_1 ?[s_1] \bullet (s_2 \triangleright a_1 ? [s_2] : []) \bullet (c_1 ? [a_1] : []) : [] \bullet (s_2 \triangleright a_1 ? [s_2] : []) \bullet (c_1 ? [a_1] : [])\]

We used the right-distributivity rule so far. We can also use left-distributivity, rewriting the expression above as follows:

\[(s_1 \triangleright a_1 ? \triangleright a_2 ? [s_2] \bullet [a_1] : [s_1] \bullet [s_2] : []) \bullet (c_1 ? [a_1] : []) : [] \bullet (s_2 \triangleright a_1 ? [s_2] : []) \bullet (c_1 ? [a_1] : [])\]

In the above expression, we have identified the branch expression that corresponds to \(\text{POP}(x) \bullet \text{POP}([a_1])\). The other expressions cannot be directly constructed from \(\text{POP}(x)\) and \(\text{POP}([a_1])\). We can rewrite the complete expression by factoring the conditionals, i.e. \(c? (d? a : e) : b \rightarrow c \land d ? a : (c ? e : b)\). Using this rule twice, we obtain the following expression:

\[(s_1 \triangleright a_1 \land s_2 \triangleright a_1 \land c_1 ? [s_1] \bullet [s_2] : [a_1] : \ldots) \bullet [s_2] : [a_1]\]

Where the else-branches of the conditional have been omitted. Note that the omitted expression can always be replaced by \(\text{POP}(x \bullet [a_1])\), since it is the original expression being rewritten. We can conclude that:

\[
\text{POP}(x \bullet [a_1]) = \\
\text{POP}(x \bullet [a_1]) \triangleright a_1 \land s_2 \triangleright a_2 \land a_1 \triangleright s_1 \land a_1 \triangleright s_2? \\
\text{POP}(x \bullet [a_1]) \triangleright a_1 \land s_2 \triangleright a_2 \land a_1 \triangleright s_1 \land a_1 \triangleright s_2?
\]

C.2 Inductive Cost Inference of Skeletons

In this section, we describe how the cost of an expression skeleton \(\hat{S}^k\) is inferred during the induction process. In the instance where \(c = 2\) and the input function \(f\) is rightwards single pass, the induction is done on \(f(x)\) (when it is not a scalar) and \(y\). In the general case with \(\mathcal{B}_o = (m_o, k, c)\), we have \(c\) induction parameters indexed by \(0 < i_c \leq c\), and at each step one of the induction parameters is expanded. For example, when \(f\) is rightwards and \(c = 2\), then parameter \(i_c = 1\) is \(f(x)\) and parameter \(i_c = 2\) is \(y\). The inputs of the join are directly related to the induction parameters, e.g. if \(k = 2\) then the inputs are \(f(x)\) and \(f(y)\).

At each induction step, the cost vector \(\vec{m}\) is of size \(c\). Intuitively, it represents the conjectures that the computation time of the join varies as a polynomial of degree \(\vec{m}[i_c]\) with respect to the input of the join matching the induction parameter \(i_c\), and the join computation is of asymptotic complexity \(O(n^{\max(m)})\).

Algorithm 1 presents how the cost of a skeleton \(\hat{S}^k\) is inferred, given the skeleton \(\hat{S}_{\text{free}}^k\) at the previous step, and the cost \(\vec{m}\) inferred at the previous step. It is a generalization of the pseudo-algorithm presented in Section 6.1, where the cases were limited to identifying whether a join is linear or constant time. The main difference here is that the sub-expression relation can be more complicated, and more than one hole can appear in a new skeleton.

We assume that the skeletons are always of degree \(k\). If the skeleton at the current step is of degree larger than \(k\), then considering its cost is not necessary, since it does not even adhere to the required shape. If the degree is \(l\) less than \(k\), the skeleton can always be considered as of degree \(k\), where some of the holes \(??_i\) for \(l < i \leq k\) simply do not appear.

We also assume that we have a mapping \(\mu : [1, k] \rightarrow [1, c]\) from the induction parameter indices to the holes indices. The mapping is simply required because the \(c\) outputs of the divide (which correspond to the induction parameters) are fixed for the problem, but the \(k\) inputs of the join can be chosen.

**Algorithm 1:** Computing the cost of an expression skeleton after an induction step.

**Input:** A context: the previous skeleton \(\hat{S}_{\text{free}}^k\) and its cost \(\vec{m}\), and the induction parameter index \(0 < i_c \leq c\).

**Output:** The updated \(\vec{m}\) of the current skeleton \(\hat{S}^k\)

if \(\hat{S}^k = \hat{S}_{\text{free}}^k\) then

\[\vec{m}[i_c] = 0;\]

else

foreach \(??_i \in \hat{S}_{\text{free}}^k \setminus \hat{S}^k\) do

\[d = \text{Degree}(??_i, \hat{S}_{\text{free}}^k \setminus \hat{S}^k);\]

\[\vec{m}[\mu(i)] = \max(d, \vec{m}[\mu(i)]);\]

else

\[\vec{m}[i_c] = \max(1, \vec{m}[i_c]);\]

return \(\vec{m}\);

The algorithm implements the following intuition. If the new skeleton is the same as the previous skeleton, it means that for an additional step of induction on a given parameter, the time required to compute the join is unchanged, and therefore it must be constant. If the new skeleton is different, there must be a subexpression relation between \(\hat{S}^k\) and \(\hat{S}_{\text{free}}^k\) (we are considering recursively defined functions), \(\hat{S}^k \setminus \hat{S}_{\text{free}}^k\)
is the smallest tree constituted of the parts of $S^k$ that could not be mapped by a bijection to subexpressions of $S^k_{\text{pre}}$. To compute $\hat{S}^k \setminus \hat{S}^k_{\text{pre}}$, one must find a maximal bijection between subtrees of $\hat{S}^k$ and $\hat{S}^k_{\text{pre}}$. In the simplest case, $\hat{S}^k_{\text{pre}}$ is a subtree of $\hat{S}^k$.

When no holes appear in $\hat{S}^k \setminus \hat{S}^k_{\text{pre}}$ (there are no new holes in $\hat{S}^k$) then there are only constants that appear. Therefore, an induction step on parameter $i_c$ implies an additional constant time step in the computation of $\hat{S}^k$, and the latter is linear on $i_c$.

If new holes appear, the index of the holes gives an indication that an induction step on parameter $i_c$ requires an additional step of computation involving another parameter (or $i_c$ itself). Degree$(?; i_c, \hat{S}^k \setminus \hat{S}^k_{\text{pre}})$ is an approximation of the computation required. If there is only one occurrence of $?; i_c$, Degree$(?; i_c, \hat{S}^k \setminus \hat{S}^k_{\text{pre}}) \leq 1$. If there are $n$ occurrences of $?; i_c$, where $n$ is the number of times parameter $\mu$ has been unfolded during the induction process, then Degree$(?; i_c, \hat{S}^k \setminus \hat{S}^k_{\text{pre}}) = 2$. An implementation for this procedure is heuristic by nature: it is impossible to determine with certainty at each step the computational cost of the function being discovered. However, the inductive process permits the generalization of good observations and the invalidation of bad ones, which is the source of the robustness of our algorithm.

### C.3 Synthesizing Conditional Auxiliaries

In this section, we present an algorithm that discovers a certain type of lifting, conditional accumulators. In Example 6.6, we give a high-level intuition of how the general lifting algorithm works on the LIS example.

**Definition C.1** (Conditional accumulation). A conditional accumulation $f : S \rightarrow \text{Bool} \times D$ is a single-pass function defined by a boolean operation $\otimes : \text{Bool} \times \text{Sc} \rightarrow \text{Bool}$ and two scalar operations $\oplus^\tau, \ominus^\tau : D \times \text{Sc} \rightarrow D$ with two initial values $c_0 \in \text{Bool}$ and $f_0 \in D$ as follows:

$$f(x \bullet [a]) = \text{let } c, s = f(x) \text{ in } (c \otimes a, c \otimes a \oplus s \ominus a)$$

We describe in Algorithm 2 an algorithm for the lifting procedure of the general auxiliary and predicate synthesis that synthesizes conditional auxiliaries. The algorithm relies on the Normalize procedure that rewrites an expression to $\mathcal{B}_c$-normal form, and a Collect procedure that collect the expressions of the auxiliaries for which a recursive definition needs to be found. Collect simply collects the expression that are not computed by the function under the expression skeleton $\hat{S}$.

Suppose that two successive unfoldings of $f$ have been rewritten into MC-expressions:

$$e^{(u-1)} = \{ c_i^{(u-1)} : e_i^{(u-1)} | 1 \leq i \leq n^{(u-1)} \}$$

$$e^{(u)} = \{ c_i^{(u)} : e_i^{(u)} | 1 \leq i \leq n^{(u)} \}$$

The MC-expression of unfolding $u - 1$ has $n^{(u-1)}$ branches, and the MC-expression of unfolding $u$ has $n^{(u)}$ branches.

The normalization procedure Normalize is applied to the expressions in the branches, and then the sub-expressions that need to be computed are collected in each branch of the MC-expression of the unfolding. Then an MC-expression is built from the result of the collection. When collecting a subexpression, the information about where the subexpression appears is used to identify different types of auxiliaries.

For each type of auxiliary $aux$ we have:

$$aux^{(u-1)} = \{ c_i^{(u-1)} : aux_i^{(u-1)} | 1 \leq i \leq n^{(u-1)} \}$$

<table>
<thead>
<tr>
<th>Algorithm 2: Conditional auxiliary synthesis.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input</strong>: Two successive unfoldings in mcnf:</td>
</tr>
<tr>
<td>$e^{(u-1)} = { c_i^{(u-1)} : e_i^{(u-1)}</td>
</tr>
<tr>
<td>$e^{(u)} = { c_i^{(u)} : e_i^{(u)}</td>
</tr>
<tr>
<td><strong>Output</strong>: A conditional accumulation with operations $\oplus^\tau, \ominus^\tau, \ominus^\tau$</td>
</tr>
<tr>
<td>Normalize the branch expressions and collect auxiliaries to be computed;</td>
</tr>
<tr>
<td>$\text{Eu} = \text{Collect}{ c_i^{(u-1)} : \text{Normalize}(e_i^{(u-1)})</td>
</tr>
<tr>
<td>$\text{Eu}' = \text{Collect}{ c_i^{(u)} : \text{Normalize}(e_i^{(u)})</td>
</tr>
<tr>
<td><strong>for</strong> $aux^{(u)} \in \text{Eu}'$ <strong>do</strong></td>
</tr>
<tr>
<td>Annotate the branches with the corresponding branch in the previous unfolding;</td>
</tr>
<tr>
<td>$aux^{(u)} = { c_i^{(u)} : [c_i^{(u)} \Rightarrow c_j^{(u-1)}] : aux_i^{(u)}</td>
</tr>
<tr>
<td>Find the different subtree isomorphisms, store them in the set Op;</td>
</tr>
<tr>
<td>Op $= \emptyset$;</td>
</tr>
<tr>
<td><strong>for</strong> $(c_i^{(u)} : [c_i^{(u)} \Rightarrow c_j^{(u-1)}] : aux_i^{(u)} \in aux^{(u)}$ <strong>do</strong></td>
</tr>
<tr>
<td>$\text{Add}(\text{Op, Find}(\ominus : aux_i^{(u)} = aux_j^{(u-1)} \oplus a[u]));$</td>
</tr>
<tr>
<td><strong>if</strong> $</td>
</tr>
<tr>
<td><strong>else</strong> $\oplus^\tau, \ominus^\tau = \text{Op}$;</td>
</tr>
<tr>
<td>$I^+(u) = { 1 \leq i \leq n^{(u)} : c_i^{(u)} [c_i^{(u)} \Rightarrow c_j^{(u-1)}] : aux_j^{(u-1)} \oplus^\tau a[u] }$;</td>
</tr>
<tr>
<td>$I^-(u) = { 1 \leq i \leq n^{(u)} : c_i^{(u)} [c_i^{(u)} \Rightarrow c_j^{(u-1)}] : aux_j^{(u-1)} \ominus^\tau a[u] }$;</td>
</tr>
<tr>
<td>$\phi^{(u)} \leftarrow (\forall i \in I^+(u), c_i^{(u)} \Rightarrow c^{(u)}) \wedge$</td>
</tr>
<tr>
<td>$(\forall i \in I^-(u), c_i^{(u)} \Rightarrow \neg c^{(u)}) \wedge$</td>
</tr>
<tr>
<td>$(c^{(u)} = c^{(u-1)} \ominus a[u]) \wedge \phi^{(u-1)}; \ominus \text{Synthesize}(\exists^\tau, \phi)$</td>
</tr>
</tbody>
</table>
aux(u) = \{c_i(u) : aux_i(u) \mid 1 \leq i \leq n(u)\}

The conditions of the branches of the second unfolding are annotated with the branch they are issued from, that is a branch condition in the previous unfolding. The annotation, given below, is a logical implication that can be checked by a solver:

aux(u) = \{c_i(u)[c_i(u) \Rightarrow c_j(u-1)] : aux_i(u) \mid 1 \leq i \leq n(u)\}

The subtree relations mapping the expressions aux_j(u-1) to subexpressions of aux_j(u) are then computed, given the annotations computed previously. That is, subexpression mappings are computed between aux_i(u-1) and aux_j(u) if c_j(u) \Rightarrow c_i(u)[c_i(u) \Rightarrow c_j(u-1)]. If the goal auxiliary is a conditional accumulation, then there will be only two types of subexpression mappings, which correspond to the operators \(\oplus^+\) and \(\oplus^-\). If we denote the inputs read at unfolding \(u\) by \(a[u]\), the auxiliary computation has the following form:

\[
\begin{align*}
\text{aux}(u) &= \bigcup_{i \in I(u)} \{c_i(u)[c_i(u) \Rightarrow c_j(u-1)] : \text{aux}_i(u) \oplus^+ a[u]\} \\
&\quad \bigcup_{i \in I^{-}(u)} \{c_i(u)[c_i(u) \Rightarrow c_j(u-1)] : \text{aux}_j(u-1) \oplus^- a[u]\}
\end{align*}
\]

Once the two operators \(\oplus^+\) and \(\oplus^-\) have been found, the conditional accumulator can be synthesized. The specification \(\phi^{(u)}\) gives the constraints that the expression of the conditional accumulator has to satisfy.

The success of the conditional auxiliary synthesis algorithm depends on the Normalize procedure. That is, if there is a conditional auxiliary that allows to parallelize the function and we have an ideal Normalize procedure, then the algorithm discovers this auxiliary. In practice the Normalize procedure is implemented in a similar way as the one described in [8, 9]. That is, a symbolic expression is rewritten by applying a set of rewrite rules that decrease a predetermined cost. This cost is defined to be minimal when a \(\mathcal{B}\)-normal form is reached during the rewrite process.

Remark that this algorithm can be extended to recognize more than two accumulation schemes. For \(n\) operators, \(n - 1\) conditionals will need discovering.

**Example C.2** (Expressions of the conditional auxiliary for LIS). Recall the LIS function, given in Example 6.3. We remind the MC-expression obtained for the second unfolding of the function:

1: \(ml_0 \uparrow cl_0 + 1 \uparrow cl_0 + 1 + 1\) if \((a_2 > a_1) \land (a_1 > \text{prev}_0)\)
2: \(ml_0 \uparrow cl_0 + 1 \uparrow 0\) if \((a_2 \leq a_1) \land (a_1 > \text{prev}_0)\)
3: \(ml_0 \uparrow 0 \uparrow 0 + 1\) if \((a_2 > a_1) \land (a_1 \leq \text{prev}_0)\)
4: \(ml_0 \uparrow 0 \uparrow 0\) if \((a_2 \leq a_1) \land (a_1 \leq \text{prev}_0)\)

In Example 6.4 we have deduced the expression of predicate that isolates the branches that do not normalizeable with an auxiliary and the branches that require an auxiliary. The auxiliary synthesis focuses on the branches that requires an auxiliary synthesis. By assuming \((a_i \leq \text{prev}_0)\) the MC-expression can be simplified to:

1: \(ml_0 \uparrow cl_0 + 1 + 1\) if \((a_2 > a_1)\)
2: \(ml_0 \uparrow cl_0 + 1 \uparrow 0\) if \((a_2 \leq a_1)\)

The same process can be repeated for the third unfolding of LIS. The expression of \(\text{LIS}((x \bullet [a_1, a_2, a_3])\) is written to an MC-expression, the same predicate expression is deduced to separate the branches that require and unfolding from those who do not. The resulting MC-expression after simplification is:

1’(1): \(ml_0 \uparrow cl_0 + 1 + 1 + 1\) if \((a_3 > a_2) \land (a_2 > a_1)\)
2’(2): \(ml_0 \uparrow cl_0 + 1 \uparrow 1\) if \((a_3 > a_2) \land (a_2 \leq a_1)\)
3’(1): \(ml_0 \uparrow cl_0 + 1 + 1 \uparrow 0\) if \((a_2 \leq a_1) \land (a_2 > a_1)\)
4’(2): \(ml_0 \uparrow cl_0 + 1 \uparrow 0\) if \((a_2 \leq a_1) \land (a_2 \leq a_1)\)

A pattern is emerging between the sums of ones. In the previous MC-expression, each branch has been annotated with the predecessor branch number in the previous unfolding. For example, the expression of branch 1’ comes from branch 1. Note that a +1 has been added to the expressions that require lifting only in branch 1. In other branches, we have deduced that the auxiliary does not need changing. By extrapolating the sequence \((a_2 > a_1), (a_3 > a_2) \land (a_2 > a_1)\)… one can discover the conditional auxiliary for the LIS example.

**Example C.3**. In Example 6.6, we determine that a function \(g_1\) such that \(g_1([a_1, a_2]) = a_1 < a_2 ? 1 + 1 : 1\) is required for a join to exist without a predicate (for all the branches in the unfoldings of \(f\) to be normalizable). The same normalization process yields the expression of the next unfolding, which can be written as \(g_1([a_1, a_2, a_3]) = a_2 < a_3 \land a_1 < a_1 ? g_1([a_1, a_2]) + 1 : g_1([a_1, a_2])\). Some subexpressions have been replaced by the expressions of the previous unfolding to highlight recursion. Then recursion discovery deduces that \(g_1\) can be computed, with two components \((\text{cond}, \text{aux})\), by the following recursion relation:

\[
g_1(x \bullet [a]) = \text{let } e = g_1(x).\text{cond} \land (f(x).\text{prev} < a) \text{ in} \\
\text{let } b = g_1(x).\text{aux} \text{ in } (e, c \? b + 1 : b)
\]

The final lifting of LIS is \(\text{LIS’}(x) = (\text{LIS}(x), g_1(x), \text{head}(x))\) since \text{head} is the trivial result of recursion discovery from the unfoldings of \(g_2\) in Example 6.5.
**General case.** The sketches are Racket functions that are solved by the Rosette [25] syntax-guided synthesis solver. A pivot partition sketch with two outputs has the following form:

```racket
(define (div X)
  (let ([pivot (foldl (lambda (x piv)
                       (if ?? x piv)) (car X) X))]
     (partition (lambda (x) ??) X)))
```

where ?? stands for a hole that has to be filled with an expression. A sketch for more than two partitions is constructed by nesting partitions. For example, the following sketch can be completed to implement a function that partitions a list X into three partitions:

```racket
(define (div X)
  (let ([pivot (foldl (lambda (x piv)
                       (if ?? x piv)) (car X) X))]
     (let++-values
      ([X1 Y] (partition (lambda (x) ??) X])
      ([X2 X3] (partition (lambda (x) ??) Y))]
      (values X1 X2 X3)))
```

In syntax-guided synthesis, the user provides the grammar of expressions from which an expression can be drawn to fill a hole. In our case, the grammar depends on the operators used in the predicate that the divide has to match, and the data type of the elements of the list. The holes in the above sketches are all of boolean type, and complete by expressions in the following grammar with start symbol P:

- $P \rightarrow C \land P \lor C \lor P$
- $C \rightarrow \neg C \mid A \op> A \mid b$
- $A \rightarrow A \op\preceq A \mid x \mid n$

where $\op>$ is a comparison operator that appears in the predicate or reference implementation, $\op\preceq$ is an arithmetic operator appearing in the predicate, $b$ is a boolean variable and $x$ an integer variable, and $n$ is an integer constant. If there are no boolean variables or integer variables (this depends on the input data type), then the grammar is restricted accordingly. If no solution is found with the restricted set of operators, the set of operators is extended to include every comparison operator of the language and every arithmetic operator. Practically, the tool tries out both possibilities in parallel.

The expression grammar for the first hole for the pivot selection also contains the constant false #f, which allows a solution to skip the pivot selection, and use the first element of the list as pivot.

In our set of benchmarks, no example required a partition that is more than linear time. We test the divide synthesis on a fabricated example, where the following predicate $p$ had to be satisfied:

$$\forall x, y \in S : p(x, y) = (\forall a \in x, \forall b \in y : a < b) \land |x| > |y|$$

A partition that selects its pivot in quadratic time is synthesized by extending the sketch with another fold function for the pivot selection, and a restricted space for hole completion.

## D Additional Experimental Results

### D.1 Additional Experiments for Table 7(a)

Table 2 compares our tool PARSYNT with GraSSP [11] on the benchmarks for which both can synthesize solutions. Remark that our tool is more expressive as illustrated by Table 7(a), and it also synthesizes two solutions for the problem for these benchmarks: a splitting divide solution, and a solution with lifting.

### D.2 Quality of Synthesized Solutions from Table 1

In this section, we give additional insight on the quality of the solutions synthesized for the benchmarks given in Table 1. In some cases the performance depends on the input distribution, which is specific to each benchmark. In the case of the POP example, one possible measure of the distribution is to count how many points are optimal in the input. In Figure 4, the performance of the POP divide-and-conquer implementations is analyzed with varying ratios of optimal points to total number of points in the input. Figure 11 presents similar plots, which are explained in the following paragraph.

**Sorting.** The first benchmark is the selection sort algorithm, which takes $O(n^2)$ algorithm, and the output, for budget $B_0 = (0, 2, 2)$ is the quicksort algorithm. In the solution synthesized, the pivot chosen is the first element of the input of the divide. One can improve on this choice by taking a random pivot, but our default solution performs well in average, as expected of a quicksort algorithm.

**k-largest.** This benchmark selects the $k$-largest elements in a list. The input algorithm is in $O(nk)$, similar to the selection sort above but the size of the output is of size $k$ only. In Figure 11(a), we plot the speedup of two divide-and-conquer implementations compared to the naive sequential input, with varying values of $k$, represented as the ratio of $k$ to the input size. On the left of the graph, for small values of $k$, the speedup is small: $O(nk)$ is comparable to $n$. However, for larger values of $k$, the implementation synthesized by PARSYNT for $B_0 = (0, 2, 2)$ is significantly faster. The naive solution, for a budget $B_0 = (2, 2, 2)$ consists in splitting the input at random, computing the $k$-largest of each subdivision, and in the join computing the $k$-largest of the concatenation.
(a) *k-largest*: speedup of two divide-and-conquer implementations with respect to the input single-pass implementation, with increasing ratio of $k$ to total input size. Input size is $10^5$. The synthesized solution for $B_0 = (0, 2, 2)$ is compared to a naive quadratic solution (where the budget would be $B_0 = (2, 2, 2)$).

(b) *Closest pair*: speedup of two divide-and-conquer implementations with respect to the input single-pass implementation. Parsynt synthesizes the solution with $B = (0, 2, 2)$. The input is a sorted array of $10^5$ elements, which are then swapped, and the y-axis represents the ratio of elements that are still sorted in the input.

(c) *Intersecting intervals*: speedup of two divide-and-conquer implementations with respect to the input single-pass implementation, with varying ratio of number of pairs of intersecting intervals to input size.

(d) *Histogram*: speedup of two divide-and-conquer implementations with respect to the input single-pass implementation, with varying ratio of number of input classes to total input size.

(e) *Minimal points*: speedup of three divide-and-conquer implementations with respect to the input single-pass implementation, with varying ratio of number of minimal points in input to total input size.

(f) *Quadrant orthogonal convex hull*: speedup of two divide-and-conquer implementations with respect to the input single-pass implementation, with varying ratio of number of points in the convex hull to total input size.

Figure 11. Additional plots evaluating the quality of the code synthesized for the benchmarks in Table 1. Divide-and-conquer implementations of *k-largest* (a), closest pairs (b), intersecting intervals (c), histogram (d), minimal points (e) and quadrant orthogonal convex hull (f) are evaluated, with the speedup compared to the single-pass implementations with a single thread plotted with varying input distributions in each case.
of the two partial results. This solution performs worse than the one synthesized by Parsynt, except for small values of \( k \), but in that case the divide-and-conquer implementations do not yield a significant performance advantage.

**Closest pair.** This benchmark is an algorithm that search a pair of integers in a list of integers, such that the distance between the two elements is minimal. The input algorithm is a naive \( O(n^2) \) algorithm that explores all the possible pairs. Figure 11(b) shows the performance of the synthesized solution. We also added a naive solution, which would be synthesized for \( B_0 = (2, 2, 2) \), but this solution does not have any performance advantage. The synthesized solution performs well, independently of the distribution of the input data, for the measure chosen. Note that the speedup depends on the input size, and varies as \( \frac{n^2}{\log n} \). In this instance, the theoretical speedup would be 25000×, but we observe 500×.

**Intersecting intervals.** The input algorithm in this benchmarks checks whether there is a pair of intersecting intervals within a list of intervals. The input algorithm is a naive \( O(n^2) \) algorithm that checks every pair. Parsynt synthesized two implementations. The implementation with \( B_0 = (0, 2, 2) \) requires a simple lifting that consists in remembering the intervals with the smallest lower bound and the largest upper bound. The join is constant time and takes the disjunction of the partial result and whether the intervals in the lifting intersect. The implementation with \( B_0 = (0, 3, 3) \) splits the space in three subspace: given a pivot \( p \), all the intervals that intersect with \( p \), all the intervals whose upper bound is smaller than \( p \)'s lower bound, and all the interval whose lower bound is larger than \( p \)'s upper bound. Remark that is the first partition has more than two elements, remark is (trivially) a pair of intersecting intervals. However the solution synthesized does not benefit from this simple intuitive optimization. The comparison of the two implementations is done in Figure 11(c), for varying ratios of intersecting intervals. Remark that the relative speedup is independent from this measure, but the solution with \( B_0 = (0, 3, 3) \) performs worse since more work needs to be done in the divide function.

**Minimal points.** In this benchmark, the algorithm computes the set of points that are minimal within a set of points on a plan, where minimal means that there is no other point that has both a lower \( x \) and a lower \( y \) coordinate. Four solutions are synthesized. The speedups of each implementation with respect to the sequential input implementation is represented in Figure 11(e), represented on the graph for a varying ratio of minimal points to the total input size.

**Quadrant orthogonal convex hull.** This algorithm computes the set of points that form an orthogonal convex hull, for points that are in one quadrant of the 2D space. The four solutions synthesized are compared in Figure 11(f), for a varying ratio of points in the orthogonal convex hull to total size of input. The performance of the solution for budget \( B_0 = (0, 2, 3) \) is highly variable for a fixed ratio but different generated inputs, since it depends on a good selection of a pivot. This can be mitigated by simple adjustments to the pivot selection. The solution with three partitions is more sensitive to these changes than the other solutions, because the efficiency depends on how much is discarded in one of the partition. In the other solutions, no points are discarded after the divide function. This sensitivity to the pivot selection explains the high variability of the performance of the solution plotted with a black line.

### E Benchmarks

This section gives a detailed explanation of the benchmarks used in this paper. Section E.1 explains the benchmarks that show the limitation of our tool Parsynt. Section E.2 gives the input implementations of the benchmarks for which the tool succeeds, that is, at least one divide-and-conquer implementation is synthesized.

#### E.1 Limitations of Parsynt

In this section, we briefly describe three different benchmarks that showcase the limitations of the synthesis steps in our method. We give the input implementation and outline where the difficulty in the automated synthesis process lies.

#### E.1.1 Orthogonal Convex Hull

The orthogonal convex hull of a set of points \( S \) in the 2D plane is the smallest area orthogonal polygon \( O \) such that (i) each point \( p \) in \( S \) lies inside \( O \), and the intersection of \( O \) with
any horizontal or vertical line is either empty, or exactly one segment.

The implementation in Figure 12 stems from the observation that a point is in the orthogonal convex hull iff all the other points are all in one of the four quadrants that are defined by splitting the space with a vertical and a horizontal line passing through the point. The four comparison functions are $comp1(p,q)= p.x >= q.x && p.y >= q.y$, $comp2(p,q)= p.x >= q.x && p.y <= q.y$, $comp3(p,q)= p.x <= q.x && p.y >= q.y$, and the colinearity function is $col(p_1,p_2,p_3)= p_1.x(p_2.y - p_3.y)+ p_2.x(p_3.y - p_1.y)+ p_3.x(p_1.x - p_2.y)- q.x(q.y - p.y)+ sq(p.y - p.y)$.)

This implementation requires a non-trivial lifting to synthesize a single-pass function. Intuitively, a point is optimal for one of the four reasons encoded in each of the different booleans computed in the inner loop. However, once the point has been added to the convex hull, this implementation forgets about why it is optimal. In a single pass function, the points of set are read sequentially. But the list of optimal points $o$ does not contain enough information to decide which points must be kept in $o$ and which ones must be removed when adding a new point to the set. To solve this problem, one can lift the list $o$ to some list $0^*$ that contains quintuples, where the first element is a point, and the four other elements are the booleans $b_1$, $b_2$, $b_3$, $b_4$ that were computed when adding the point.

### E.1.2 Longest Substring Matching 1(0*)2(0*)3

The program in Figure 13 computes the length of the longest substring matching 1(0*)2(0*)3 using two boolean variables $a$, $b$ and one counter variable count. The splitting divide function for this benchmark ensures that the substrings matching 1(0*)2(0*)3 cannot be split arbitrary in the middle. While the verification of the solution in a bounded case only takes a few seconds, the complexity lies in inferring all the possible ways the regular expression could be split. Our deductive synthesis procedure is currently unable to do so, but this exercise would take significant effort, even for a good programmer.

```c
bool a, b = false;
int cl = 0;
int ml = 0;
int i;
for(i = 0; i < n; i++) {
    c1 = A[i] = 3 && b || a || b ? cl + 1 : 0;
    ml += A[i] = 3 && b ? max(ml, cl) : ml;
    b = A[i] = 2 && a || A[i] = 0 && b && d;
    a = A[i] = 1 || A[i] = 0 && a;
} return count;
```

**Figure 13.** Longest substring of $A$ matching 1(0*)2(0*)3

### E.1.3 Encircling Set of a Point

Suppose we have a set $X$ of points in the plane and a point $c$. We want to compute the set of encircling points $Y$ of $c$, which is the subset of points of $X$ such that for any of the points $a$ in this subset, there is no point in $X$ between $a$ and $c$.

A quadratic implementation is presented in Figure 14. The squared distance between two points is $dist(p,p')= sq(p.x - p'.x)+ sq(p.y - p'.y)$ and the colinearity function is $col(p_1,p_2,p_3)= p_1.x(p_2.y - p_3.y)+ p_2.x(p_3.y - p_1.y)+ p_3.x(p_1.x - p_2.y) - q.x(q.y - p.y)+ sq(p.y - p.y)$. After the inner loop, one of the booleans is true iff the point $S[i]$ is in the orthogonal convex hull $0$.

This implementation requires a non-trivial lifting to synthesize a single-pass function. Intuitively, a point is optimal for one of the four reasons encoded in each of the different booleans computed in the inner loop. However, once the point has been added to the convex hull, this implementation forgets about why it is optimal. In a single pass function, the points of set are read sequentially. But the list of optimal points $o$ does not contain enough information to decide which points must be kept in $o$ and which ones must be removed when adding a new point to the set. To solve this problem, one can lift the list $o$ to some list $0^*$ that contains quintuples, where the first element is a point, and the four other elements are the booleans $b_1$, $b_2$, $b_3$, $b_4$ that were computed when adding the point.

```c
int i, j;
for(i = 0; i < n; i++) {
    b = true;
    d = dist(S[i], c);
    for(j = 0; j < n; j++){
        b = b && !col(S[i], S[j], c) || dist(S[j], c) >= d;
    }
    if(b) Y += [S[i]];
}
```

**Figure 14.** Computing the encircling set of a point $c$.

### E.2 Code of the Benchmarks

Section E.2.1 describes the input algorithm for each of the benchmarks in Table 1. Section E.2.2 describes the benchmarks of Table 7(a). The implementations presented here are written in a simple imperative language with lists, and list concatenation is the operator $\oplus$.

#### E.2.1 Benchmarks of Table 1

- **Sorting.** The input algorithm for sorting is a selection sort algorithm. The implementation is presented in Figure 15. The implementation presented here is single-pass: each input element is read only once, and the inner loop iterates over the state (the list of sorted elements) to insert each new element. For $B_0 =$ (0, 2, 2), the solution synthesized is the quicksort algorithm.
- **k-largest.** This benchmark is an $O(nk)$ algorithm that collects the $k$ largest element in an input list. Figure 16 is a single-pass input implementation: each element of the input list is read only once and stored in the list part of the state if it is larger than some element already stored, or if there are not yet $k$ elements stored.
E.2.2 Benchmarks of Table 7(a)

All the benchmarks in Table 7(a) are linear time single-pass function over an input list. For each of these benchmarks, there are two solutions: a solution with a splitting divide (Definition 4.4) and a solution with a lifting, in which case the divide is the arbitrary splitting. The algorithms in this category can be seen as an integer.

- **Closest pair.** Figure 17 is an implementation of an algorithm that computes the closest pair of elements in an input of integers. The distance between to elements of the list $a$ and $b$ is $|a - b|$. The input implementation is not single pass, and first needs to be translated to a single pass version using the technique described in [10].

- **Intersecting intervals.** This algorithm returns a boolean representing whether there is a pair of (distinct) intersecting intervals in an input list, where an interval $[lo, hi]$ is a pair of an integer lower bound $lo$ and integer upper bound $hi$. Figure 18 presents an $O(n^2)$ implementation, that needs to be translated to a single-pass implementation.

- **Histogram.** We model the histogram as a list of pairs of class and count, not as a map. Therefore, updating the count for a given class takes linear time. The input algorithm, presented in Figure 19, is worst case $O(n^2)$, if every cell of the input array has a different class.

- **POPs.** In the main body of the paper, we presented the code in Figure 3. Parsynt accepts a more naive algorithm, and then translates it to the code presented in the paper using the technique described in [10].

- **Minimal points.** The minimal points of a set of points on a plane are a subset of the points such that all the other points have either a greater $x$- or $y$-coordinate. Figure 21 presents an implementation that is not single-pass and requires the functional translation step described in [10].

- **Quadrant orthogonal convex hull.** The implementation of Figure 22 collects the points that are in one quadrant of the orthogonal convex hull of a set of points with integer coordinates. In our example, the quadrant is the upper left part of the hull.

- **Count $1^0 +$.** The implementation in Figure 23 counts the number of occurrences of substrings matching $1^0$ in the input list in a single pass.

- **Count $1^0 2$.** In this benchmark, we have an algorithm that counts the number of substrings that match the regular expression $1^0 2$. The code is in Figure 24.

- **Count $1^2 2 3$.** The benchmark is similar to the previous ones, but now we count the number of occurrences of $1^2 2 3$. The code is in Figure 25.

---

```cpp
list<int> tmp;
bool added;
int i, j;
list<int> sorted = [];
for(i = 0; i < n; i++) {
    tmp = [];
    added = false;
    for(j = 0; j < sorted.length(); j++) {
        if(!added & A[i] > sorted[j]) {
            tmp += [A[i], sorted[j]]; added = true;
        } else {
            tmp += [sorted[j]];
        }
    }
    if(!added) tmp += [A[i]];
    sorted = tmp;
} return sorted;
```

**Figure 15.** Sorting: selection sort implementation sorts an input list $A$ of length $n$.

```cpp
list<int> tmp;
bool added;
int i, j, counter;
list<int> klargest = [];
for(i = 0; i < n; i++) {
    tmp = [];
    added = false;
    count = 0;
    for(j = 0; j < klargest.length(); j++) {
        if(!added & A[i] > klargest[j]) {
            tmp += [A[i]];
            added = true;
            count += 1;
        } else {
            tmp += [klargest[j]];
            count += 1;
        }
    }
    if(!added & count < k - 1) tmp += [A[i]];
    klargest = tmp;
} return klargest;
```

**Figure 16.** $k$-largest: the algorithm returns the $k$ largest elements in the input array $A$ of length $n$. We assume $k < n$ and $k > 2$.

- **Max sum between ones.** The algorithm in Figure 26 counts the maximum sum of elements between two ones, in a list of integers.

- **Max distance between zeroes.** The algorithm in Figure 27 measures the maximum distance between two zeroes in a list of integers.
Figure 17. Closest pair: the algorithm returns the pair of (distinct) closest elements in the input array \( A \) of length \( n \).

```c
// A is a list of
// struct {a : int; b : int} pair
pair p = (a = min(a[0], a[1]), b = max(a[0], a[1]));
min_dist = abs(p.b - p.a);
for(i = 0; i < n; i++) {
  for(j = 0; j < n; j++) {
    dist = abs(A[i] - A[j]);
    if(dist > 0 && dist < min_dist) {
      min_dist = dist;
      p = (a = min(a[i], a[i]), b = max(a[j], a[j]));
    }
  }
}
return p;
```

Figure 18. Intersecting intervals: the algorithm returns whether there is a pair of intersecting intervals in the input array \( A \) of length \( n \).

```c
// A is a list of
// struct {lo : int; hi : int} list <data> hist = [];
list <data> tmp = [];
int i, j;
bool intersect = false;
for(i = 0; i < n; i++) {
  b = false;
tmp = [];
  for(j = 0; j < hist.length(); j++) {
    if(hist[j].key == A[i].key) {
      tmp += [{key = A[i].key;
                count = hist[j].count +
                       A[i].count}];
    } else {
      tmp += [hist[j]];
    }
  }
  if(!b) hist += [A[i]];
  hist = tmp;
}
return intersect;
```

Figure 19. Histogram: the algorithm returns the histogram of an array \( A \) of length \( n \). The histogram is a list of pairs of key and count.

```c
// A is a list of
// struct {x : int; y : int} point
list <point> optimal_points = [];
bool optimal;
for(i = 0; i < n; i++) {
  optimal = true;
  for(j = 0; j < n; j++) {
    is_opt = is_opt &
  }
  if(is_opt) optimal_points += [A[i]];
}
return optimal_points;
```

Figure 20. POP: this algorithm is an alternative to the algorithm presented in Figure 3, and is not single pass.

- **Largest peak.** In Figure 29, we give a single pass algorithm to compute the largest peak in a list of integers. A peak is a sublist of positive elements only, and the largest peak is the sublist, such that the sum of its elements is maximal. In other words, we compute the maximum segment sum of segments of positive elements.
- **LIS.** The implementation in Figure 28 is the imperative code for Example 6.3.
- **Longest 1**. The code in Figure 30 computes the length of the longest block of continuous ones in a list of integers.
- **Longest 1(0)**.2. The code in Figure 31 computes the length of the largest substring matching 1(0)**2 in a list of integers, in a single pass.
- **Longest even 0**. The code in Figure 32 computes the lengths of the longest block of zeroes of even length in a list of integers.
- **Longest odd (10)**. In Figure 33, we show an algorithm that computes the longest block matching (01)** of odd length, in a list of integers.
// A is a list of
// struct {x : int; y : int} point
list<point> minpoints = [];
bool bx;
for (i = 0; i < n; i++) {
    bx = false;
    for (j = 0; j < n; j++) {
    }
    if (!bx) minpoints += [A[i]];
}
return minpoints;

Figure 21. Minimal points.

// A is a list of
// struct {x : int; y : int} point
bool is_hull;
list<point> hull = [];
point p1, p2;
for (i = 0; i < n; i++) {
    is_hull = true;
    p1 = A[i];
    if (p1.x <= 0 && p1.y >= 0) {
        for (j = 0; j < n; j++) {
            p2 = A[j];
            is_hull &= p1.x <= p2.x || p1.y >= p2.y;
        }
        if (is_hull) hull += [A[i]];
    }
}
return hull;

Figure 22. Quadrant Orthogonal Convex Hull.

bool s0 = false;
int c = 0;
int i;
for (i = 0; i < n; i++) {
    c += s0 && A[i] == 2 ? 1 : 0;
    s0 = A[i] == 1 || (s0 && A[i] == 0);
}
return c;

Figure 24. Count 1(0')2.

bool s1 = false;
bool s2 = false; bool s3 = false;
bool fin = false; int c = 0;
for (i = 0; i < n; i++) {
    c = c + ((x == 3 && (s2 || s1)) ? 1 : 0);
    s2 = (x == 2) && (s1 || s2);
    s1 = x == 1;
}
return c;

Figure 25. Count 1*2*3*

int ms = 0;
int cs = 0;
for (i = 0; i < n; i++) {
    ms = max(ms, cs);
}
return ms;

Figure 26. Max sum between ones.

int md = 0;
int cd = 0;
for (i = 0; i < n; i++) {
    cd = A[i] != 0 ? cd + 1 : 0;
    md = max(md, cd);
}
return md;

Figure 27. Max distance between zeroes.
int cl = 0, ml = 0;
int prev = A[0];
int i;
for (i = 1; i < n; i++) {
    cl = prev < A[i] ? cl + 1 : 0;
    ml = max(ml, cl);
    prev = A[i];
}
return ml;

Figure 28. LIS.

int cmo = 0, lpeak = 0;
int i;
for (i = 1; i < n; i++) {
    lpeak = max(cmo, lpeak);
}
return lpeak;

Figure 29. Largest peak.

int ml = 0, len = 0;
int i;
for (i = 1; i < n; i++) {
    len = A[i] == 1 ? len + 1 : 0;
    ml = max(ml, len);
}
return ml;

Figure 30. Longest 1*.

bool s0 = false, s1 = false;
int ml = 0, len = 0;
int i;
for (i = 1; i < n; i++) {
    s1 = s0 && A[i] == 2;
    s0 = A[i] == 1 || (A[i] == 0 && s0);
    len = (s1 || s0) ? len + 1 : 0;
    ml = s1 ? max(ml, len) : ml;
}
return ml;

Figure 31. Longest 1(0*)2.

int i;
int cl = 0, ml = 0, ml_tmp = 0;
for (i = 1; i < n; i++) {
    cl = A[i] == 0 ? cl + 1 : 0;
    ml_tmp = max(ml_tmp, cl);
    if (ml_tmp % 2 == 0) ml = ml_tmp;
}
return ml;

Figure 32. Longest even 0*.

int i;
bool s1 = false, s2 = false;
int cl = 0, ml = 0;
for (i = 0; i < n; i++) {
    s1 = s2 && A[i] == 1;
    cl = s1 ? cl + 1 : (s2 ? cl : 0);
    ml = cl % 2 == 1 ? max(ml, cl) : ml;
    s2 = x == 0;
}
return ml;

Figure 33. Longest odd (10)*.