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Abstract

One of the central problems in processing a natural langisagabiguity. In every natural
language there are many potentially ambiguous words. Heraaa fairly adept at solving
ambiguity by drawing on context and their knowledge of theld:oHowever, it is not so easy
for machines to understand the intended meaning of a wordgirmem context.Word Sense
Disambiguation(WSD) is the process of selecting the correct sense of a woaldpecific
context.

Itis often useful to generalize the problem of disambigu@é single word to that of disam-
biguating all content words in a given text. This generalipeoblem is referred to adl-words
sense disambiguatiormhe long history of WSD research includes many differepiesvised,
unsupervised and knowledge-based approaches. But tlity isdhat current state-of-the-art
accuracy in WSD remains a long way off far from natural humiititees.

This thesis presents our analysis of some of the componeatsnight be contributing to
the level of error currently plaguing all-words sense disayuation. Our analysis makes use
of WordNet::SenseRelate::AllWords, an unsupervised kedge-based system for all-words
sense disambiguation, which is freely available on the Wela perl Module. The system
assigns a WordNet sense to each word in a text using measusesnantic similarity and
relatedness.

We find that the degree of difficulty in disambiguating a wargioportional to the number
of senses of that word (polysemy), which confirms the comatusf Daelemans [10]. The ex-
perimental evidence indicates that a significant percent@gvord sense disambiguation error
is caused by a relatively small number of highly frequentdugpes. We also demonstrate that
part-of-speech tagged text will be disambiguated morerately than raw text. We show that
expanding the context window helps in terms of coverage basd’t improve disambiguation.
Finally we find that if the answer is not the most frequent sedésambiguation turns out to
be a hard problem even for an unsupervised system which dessnany information about

sense distribution.
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1 Introduction

Words in a natural language often have multiple senses.Xaongle squasttan mearnhe vegetable
squashor the game squashNonetheless humans can for the most part resolve word aitibiy
quite easily by looking at the context in which a word is usédr example, given the following
sentences, it is not very hard for humans to distinguish eetwthe senses bfue used agloomy

moodin the former and ablue colorin the latter.

The sorrow etched in his face reflected his thoroudtilye mood.

Theblue mountains were looking beautiful.

However, it is not so easy for machines to understand thadei® meaning of a word in a given
context. Correctly understanding the meaning of particmstances of a given word requires suc-
cessfully distinguishing between different senses of atd. It is then naturally very useful if
machines used for manipulating language have the abilityfferentiate different senses of a word.
Thus, for instance, machine-translation of the above septeinto a different language will ideally
produce translations that reflect different meaningsloé as these would be picked up by a native

English speaker.

In Computational Linguistics terms, this problem is knovervdord Sense Disambiguation(WSD).
WSD is defined as the task of automatically assigning theecbsense to a given word based on
the context in which it occurs. WSD has a long history of resdeand is considered one of the
hardest problems in Atrtificial Intelligence. In the late 084WSD was first thought of as a part of
Machine Translation, the general field investigating the efscomputer software to translate from
one natural language to another. WSD quickly proved an insglgrchallenging problem. In the
1970s, several attempts to solve the problem using Artifiotalligence techniques were made. In
the 1980s, the release of large scale lexical resourcedeghabtomatic extraction of knowledge
and WSD research reached a turning point (e.g. Wilks et @90 144]). Later in the 1990s, WSD

was mainly dominated by statistical and machine learnimg@aches.

WSD task is viewed broadly in two different ways. In a lexisample task (also called ‘target word

task’), a sample of words is selected from the lexicon andéhected words are disambiguated in a



short given context. For instance, Figure 1 shows two ingsof the target worline used in two
different contexts. The lexical sample task would be tordisguate each token difie in the given

context.

Culinova fresh entrees, launched in 1986 by Philip Morris 8@&eneral Foods Corp,
hit similar distribution problems. Last December, shodfter Philip Morris bought
Kraft Inc., the strugglindine was scrapped.

For now , we'll concentrate on the system. Some of the majta danks , like the

ones held by Defense , may have five hundred or a thousandsdicess

Figure 1: Lexical sample example

It is assumed that the word to be disambiguated has a fixed sehees in the sense inventory,
where the sense inventory contains the mapping of words lasid different senses. Given this
assumption, WSD can be thought of as a classification proltbere, given a word in a context
and its possible senses in a lexicon, the task is to clagmfptcurrence of the word in one or more
sense classes. For instance, the classification problemaolayike: Given two sense classkge
andphoneg classify the examples in Figure 1 in one of the two classesdan whethdine is used
with the phonesense or th@roductsense. For this task, it is possible to apply Machine Legrnin

classification techniques that build highly accurate madel

However, lexical sample disambiguation is limited, in thias only able to disambiguate a few
words at a time. To be useful in a practical setting, disaorgign should be considered in more

general terms. The all-words task serves that purpose.

Given a piece of text and a lexicon with a sense inventory,athwords task is to disambiguate
every content word in the text based on the context in whidtdurs. More formally, lef” be a
tuple made up ok content wordg” = (¢, ca, ..., ¢, ) andS be the sense inventory such thateT,
¢; is defined inS with finite number of senses associated with each war@uppose eacty has
m; possible senses ifi, denoted ags;1, sz, ..., Sim, }- The all-words task is to select for every

one of the senses from the 48t;, s;o, ..., Sim, } @s the most appropriate sense.

The complexity of the problem lies in the fact that the mappietween words and senses is many
to many. A word can have multiple meanings and a meaning onsesean have multiple words

associated with it (synonyms). Even so, being able to digguakbe all words in a text makes the



disambiguation more useful, because it helps understanovierall meaning of a sentence and thus

can be used more generally in the translation, searchingnomarization of a text.

It is important to note that all-words is not just an extensid the lexical sample problem. When it
comes to disambiguating all content words in a text, thesdiaation problem we discussed before
becomes very complicated, introducing an enormous nunflasses, which creates difficulty in

using machine learning technigues for classification withrtusual settings.

Several approaches have been proposed for tackling \8&ervisedpproaches use a large sense-
annotated corpus for training and use supervised learetigniques. A sense-annotated corpus is
created by humans manually annotating each occurrence teret word (in case of lexical sample

task) or all content words (in case of all-words task ) in &.t&good deal of progress has been made
in supervised WSD for the lexical-sample task, achievingdgaccuracies. Different supervised

learning techniques such as decision lists, decision,tresge bayes classifier, neural networks,
instance-based learning, and support vector machinestiemretried. But these approaches need

manually sense-tagged corpora for training the classifiers

Unfortunately, creation of such a sense-tagged corpusriseecbnsuming and expensive process. It
might be relatively easy for the lexical sample task sineeathnotator disambiguates a single target
word occurring many times making her familiar with the vascsenses of the word. However, in
the all-words setting, a human annotator will encounterynaords only one time, and will have
to study and learn the sense inventory for a word simply tategoccurrence, and then must move
on to another word which might well be new and need to be lekrfidis also makes all-words
annotation less accurate than lexical sample annotation.a fesult of these difficulties, a very
small number of such manually sense-tagged corpora aralaeai The availability becomes more
of an issue when it comes to disambiguating a text in a cediiaimain, say a text from Biology. The

scarcity of the sense-tagged data prevent the use of sapdmiethods in such cases.

This leads to usingemi-supervisednd unsupervisedpproaches. The former uses very little an-
notated training data and the latter uses no training dedeowsky’s bootstrapping algorithm [46]

is a semi-supervised algorithm that exploits a decisidraligl uses a self-training approach. Un-
supervised methods include clustering. This type of WS tise idea that the same sense of a

word will have similar surrounding words and thus it creatiesters of words based on surrounding



words. A review of all of the above approaches can be foundamiihg and Schitze [17]. It has
been observed that given sufficient training data, supethi&/SD approaches outperforms unsu-
pervised ones. But the unavailability of sufficient senseegated data leads to using unsupervised

approaches for broad coverage WSD.

Because of the availability of a variety of lexical datalssentologies and thesauri, approaches
that use knowledge in such resources have become populgicuRaly with the release of the
lexical database WordNet in the late 1980s, a variety of ousttexploiting the structure of such re-
sources have been proposed. Methods which use externalddgevfor disambiguation are called
knowledge-based method$hese methods can again be supervised or unsuperviseerviseo
knowledge-based methods use knowledge and manuallyateddtaining data for disambiguation,
while unsupervised knowledge-based methods use knowlkexigesively, but have the advantage

that they don’'t need any manually annotated data.

The method used in this thesis is an unsupervised knowlbdged method for all-words sense
disambiguation. It doesn’t require any manually-annatataining corpus but makes extensive
use of the lexical database WordNet for disambiguation. mbthod was originally developed by

Michelizzi in 2003 [19] and is now enhanced significantly.

Before turning to the results presented in this thesis, igortant to mention why we are doing
this research. Apart from being an interesting problem iraeademic setting, all-words sense
disambiguation also has significant utility in real worldolpations. For example, being able to
translate the senten¢€he sorrow etched in his face reflected his thoroudhllye mood. sensibly
into other languages (without translating the wdde as blue colof requires the words to be
disambiguated correctly. As an another example, in inftionaetrieval, if the query includes long
phrases or sentences, all-words sense disambiguation petertial application. Beyond these
applications WSD would also be useful in lexicography andsfjon answering. Kilgariff [12]

describes some of these applications.

That said, the state-of-the-art accuracy of all-words selisambiguation is not very encouraging, a
fact which prevents its wide use in the applications merdibatbove. Improving the ability to assign
senses to all the words that appear in a written documensigitificantly advance the state of the

art in Natural Language Processing, in particular methbdsdeek to understand documents so as



to better summarize, categorize, or translate them. Irthleisis, we present our analysis of some of
the components that might be contributing to the level obrecurrently plaguing all-words sense
disambiguation. We present an extensive set of experime#alts along with the observations we

made.

The thesis starts by formalizing the algorithm of Michel{A8] in mathematical and graph theoretic

notations. It also discusses the time complexity of therilym.

Inspired by the question raised by George Miller [22], relgag how much context is required for
WSD, we evaluate our algorithm with different context sime®rder to determine the effects of
expanding the context. To see where exactly the error liessaore the results in different ways

and this thesis presents those results along with the dcigmmg we made.

Polysemy, in general, is the the property of having multgdases. This poses a problem in WSD.
For example basscan mean a kind of a fishor the lowest part of the musical rangéNhen
translating from English to some other language, if the wisrdot disambiguated correctly, it
may be translated by a wildly inaccurate term, resultingriraevkward - if sometimes humorous
- translation. There are mixed conclusions about polysentythe difficulty of disambiguation.
Preiss [33] argues that polysemy is not an ideal measurdfigfutty. On the other hand Daelemans
[10] concludes that the fluctuations in accuracy of disanudtign largely depend on the polysemy
and entropy of the ambiguous words. In this thesis we furfitesent results on the relation of

polysemy to the difficulty of disambiguation.

In general, the words in a text follow a Zipfian distributict7]. This means that that a few words
occur very frequently, while many words only occur a few tanmé&\Vords likehaveandbe occur
more frequently than words likmetamorphosisand there are many words likmetamorphosis
which only occur a few times. In order to improve overall didaguation we need in particular
to see if the most frequently occurring words are disamlggliaorrectly. This thesis provides the
disambiguation results of frequently occurring words arespnts our analysis of the difficulty in

disambiguating some of these frequently occurring words.

This thesis also examines to what degree the errors in fgigtiparts-of-speech contribute to the

overall disambiguation error. The WSD problem can be thooflas the task of assigning both



the correct part-of-speech to a word and then the corredesBom among the possible senses
of the word as that part-of-speech. For example, in the neves@rant helpstrain students in
Computational Mathematics researdhis first necessary to identify the part-of-speectrain and
then assign the appropriate sense to it. This gives an itimlicaf the importance of the part-of-

speech tag or syntactic information for disambiguation.

To summarize briefly, this research presents an extendioé eeperimental results on issues central

to the future direction of WSD, together with our related etations.
Other contributions include
¢ We refined the method developed by Michelizzi [19] in sigmifitways and carried out an ex-

tensive evaluation of the method on almost all availablesesd¢agged corpora by introducing

different scoring mechanisms.
e We also developed a web interface to the refined system

e We have released (via the CPAN archive) a freely availabiisvace packagethat includes

the above enhancements.

http://talisker.d.umn.edu/allwords/allwords.html|
2http://search.cpan.org/dist/WordNet-SenseRelate/aitis/



2 Background

2.1 WordNet

WordNet [24] is an electronic lexical database for Engligtick is widely used in the Natural Lan-
guage Processing (NLP) community for applications in Imfation Retrieval, Machine Translation

and Word Sense Disambiguation.

WordNet grew out of research at Princeton University in 80k by psychologist George Miller's
group about how children acquire vocabulary. In the coufdhis research, they started to record
the relations between and among words. WordNet forms a teetyeork out of these relations which
can be visualized as a directed acyclic graph where eachrepdesents conceptand an edge or a
link between nodes represents thkation between the concepts. Each node consists of one or more
words that arecognitively synonymousneaning that the words are approximately equivalent and
can be substituted in many contexts. The groups of such gymmuns words are called synonymous
sets orsynsets Each synset represents a concept, and a unique gloss dtialefipossibly with
usage examples, is associated with it. For examfgguash, squash racquets, squash ragksts
the synset for the glosa game played in an enclosed court by two or four players whikest

the ball with long-handled racketHenceforth, we use the terms “synset,” “concept” and “fiode

interchangeably.

Figure 2 shows a portion of the WordNegntry for the wordsquash In this thesis, combination
of a word, part-of-speech and sense is denoted by#pwgisense. For example, the second noun

sense osquashwill be denoted asquaskn#2.

WordNet considers four syntactic categoriesun (n), verb (v), adjective (@ndadverb (r)which
are called open class categories and doesn't include ctitagssicategories of English (propositions,
pronouns, and delimiters). The synsets were added selydi@teach category, forming four dif-
ferent networks. The networks of nouns and verbs may be desenierarchies where the nodes
at the higher level represents general concepts suehtdgor objectand the leaf nodes represent

more specific concepts suchagsple pieor butternut squashwithin each category, the network de-

3http://wordnet.princeton.edu/wordnet/download/



scribes lexical and semantic relationships between syn$ée relations within nouns in WordNet
are considered as one of the distinguishing characteastidordNet. The hierarchies for nouns are
deeper, making it useful for Natural Language Processiplicgtions. The hierarchies for verbs
are many and shallow. Relations in WordNet generally do ragscpart-of-speech. Although there
exist some derivational links between nouns and verbs dataes such as aattribute relation

that expresses the relationship between a noun and aniegljeEbr example, an attribute of the

adjectivebeautifulis the nourbeauty However, the links that cross part-of-speech are verysspar

Overview of noun squash

The noun squash has 3 senses (no senses from tagged texts)

[2)

1. squash, squash vine — (any of numerous annual trailingplaf the genu

Cucurbita grown for their fleshy edible fruits)

2. squash — (edible fruit of a squash plant; eaten as a vdggtab

—

3. squash, squash racquets, squash rackets — (a game playedriclosed couf

by two or four players who strike the ball with long-handlegdkets)

Overview of verb squash

The verb squash has 1 sense (first 1 from tagged texts)

1. (1) squash, crush, squelch, mash, squeeze — (to comptkssalence, out o

natural shape or condition; "crush an aluminum can”; "sqeeelemon”)

Figure 2: A portion of the WordNet 3.0 entry for the waquash

The most common and useful relation for nounsgsig. Figure 3 illustrates the is-a hierarchy
of WordNet. An is-a relation defines the-a-kind-of relationship between synsets. In WordNet
terminology, it is described with Byponymand hypernympair. For example, in Figure Zplant
material, plant substanges a hypernym ofvoodandwoodis a hyponym of plant material, plant
substancé. A synset can have more than one hypernyms. For examplegimd=8,cheesénas two
hypernymsgdairy productand{food, solid food. Verbs are related with each other by the is-a-way-
of-doing relationship. For examplbakeis a way ofcook Meronymyandholonymydescribe has-a
relationship for noun synsets. If B is a part of A thBris ameronymof A andA is aholonymof

B. For exampleacceleratoris a meronym otar andcar is a holonym ofaccelerator Adjective

and adverbs are not linked with is-a or has-a relations. Setagons like antonymy, similarity and



see also are applicable for these part-of-speédls.called an antonyrB, if they express opposite
concepts. For examplpporis an antonym ofich. This relation holds for all parts-of-speech. Table

1 shows some useful WordNet relations along with examples.

WordNet has now become a large lexical database for the €fnlzinguage which comprises of
about 155,287 words organized in over 115,000 synsets faahdf 207,000 word-sense pairs. It
contains about 117,700 nouns, 11,500 verbs, 21,400 adjsctnd 4400 adverbs.

The structure of WordNet is well suited for tasks where iotetation of a word based on its lexical
semantics is required, and thus has become a very usefurcesior research in WSD.
{entity}

{abstraction, abstract entity} {physu:al ent|ty}

{relation} {matter} {thlng}
N
{part, portion, component part, {un|t building block}
component, constltuent}
‘ {molecule}
{language unit, linguistic unit} {substance} {solicl}

{material, stuft}

/ \ {food, nutrient} {food, solid food}

{coloring material,  {plant material, |
colouring material,  plant substance} {foodstuff, food product}
color, colour}
| ‘ {dairy product} {chocolate}
{dye, dyestuff} {wood} / e
| {curd) {cheese}

{bluing, blueing, blue}

Figure 3: lllustration of WordNeis-arelations



Relation

Description Example
ants(n,v,a,r) Antonyms rich is an antonym opoor
hype(n,v) Hypernyms squashs a hypernym ofvinter sqash
hypo(n,v) Hyponyms bakingis a hyponym otooking
entav Verb Entailment Entailment ofarrive atis travel

syns(n,v,a,r)

Synonyms

prettyis a synonym obeautiful

meron All Meronyms acceleratoris a meronym otar

holon All Holonyms car is a holonym ofaccelerator
pert(a,r) Pertainyms Adj. neuralpertains to noumeuron
attr(n,a) Attributes Attributes of adj.beautifulis nounbeauty
deri(n,v) Derived Forms | The nounocomotionis derived from the vertbcomote

Table 1: Some of the WordNet Relations. The parenthesistdene possible parts-of-speech.
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2.2 Measures of Similarity and Relatedness

With the release of lexical database WordNet, many WSD amwes that exploit the structure of
WordNet were proposed. Most of the approaches are basedasunreg the semantic similarity or
relatedness of concepts. Semantic similarity or relateslisethe degree to which two concepts are
related. In most of the cases, humans are able to tell thedegmwhich two concepts are related.
For example, they can tell thabmputerandkeyboardare more related thasguashandkeyboard
Similarity and relatedness measures try to quantify theegegf similarity or relatedness between

two concepts. Thisin turn can be used to find the meaning ofrd iiased on its linguistic contexts.

This thesis makes a distinction between the notions of aiityl and relatedness. Relatedness is
considered more general than similarity, in that two coteepn be related although they are not
similar. For exampletich#a#1 andpoorta#2 are related with the antonymy relation in WordNet
but they are not similar. In other words, similarity measuaee limited to the is-a hierarchies in
WordNet whereas relatedness measures can be applied ioddldf relations. Since is-a hierar-
chies are applicable only in case of noun-noun and verb-paits, similarity measures can't go
beyond these part-of-speech. On the other hand, relatednessures can be applied to all open

class part-of-speech.

A large number of similarity and relatedness measures heee proposed to date. This thesis uses
the implementation of similarity and relatedness measpresided by the freely available Perl
software WordNet::Similarity developed by Pedersen et al. [32]. We'll now briefly discuss t

measures implemented in WordNet::Similarity.

These measures are grouped into three categories.

2.2.1 Path Based Measures

Given theis-ahierarchies in WordNet, the most intuitive way of finding 8arity between synsets is
by using thepath-length that is by counting the number of edges between two synedtderiving

a formula based on how many edges or nodes lie on the path dretilie synsets. The greater

“http://wn-similarity.sourceforge.net/
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the path-length, the less similar the synsets are. For eeammpFigure 3, the path length between
cheeseandchocolateis 2 and betweecheeseandwoodis 7 indicating thatheeseandchocolate

are more similar thanheeseandwood

The most basic formula for path based similarity measurgveén as

. 1
Simpatn(s1, s2) = length(s1, s2) ?

where,length(s1, s2) is the shortest path-length between synseétands2.

Unfortunately, path length measure is not very well suitedtie hierarchies in which the individual
nodes have different interpretations. Sussna [43] obdehazg, for WordNet, the nearby synsets that
are more specific (deep) in the hierarchy tend to be closédyest to each other than the synsets
which are same path length apart but are more general (hightre hierarchy. For example, in
Figure 3,curd andchocolateare more related to each other thatation and matterthough both
have path-length four. This introduces the notion ofdepthof a synset. The depth of a synset is
defined as the path-length between the synset and the roetafidkde taxonomy. The depth of the

taxonomy is defined as the longest path between the leaf mabha root of the hierarchy.

In order to address the problem of simple path-length forsueag similarity, a variety of measures
were suggested which manipulate the measure by using thik defhe synsets and the depth of

the taxonomy.

Rada et al. [35] proposed a measure based on path-lengthsefsuring semantic relatedness of
medical terms, using a medical taxonomy called MeSH. Ldaeod Chodorow [13] suggested
a similar kind of measure for WordNet. The similarity betwe®o synsets is measured using

path-length between the synsets and then scaling it by thig deof the taxonomy.
Thus they define the similarity between two synsgtandss as

length(si, s2)

5D (2)

Simyen(s1, s2) = — log(

Not all hierarchies in WordNet are of same depth. Some aneattend others are very shallow. The

introduction of a unigue root node in WordNet 3.0, createsffRrént taxonomies, one for nouns

12



and one for verbs This associates a constant number with the depth of a taxpno

As we noted, a synset can have multiple hypernyms. The conmanoestors of two synsets are
called subsumers and the most specific ancestor among goabeid as the lowest common sub-
sumer (Ics). For example, in Figure 3, the subsumecheésandchocolateare{food, solid food,

matter, physical entitandentityand the lowest common subsumer (Icsjfisod, solid food.

In 1994, Wu and Palmer [45] suggested to use depth of the deastnon subsumer and the path
lengths between the synsets and the least common subsuesmik R38] suggested a slight modi-
fication of using depths of the synsets instead of using tttelpagths between the synsets and the
least common subsumer. Thus the measure is defined in terfimgliofy the depth of the Ics and

then scaling it by summation of the depths of the two synsets.

2 x (depth(les(s1,52)))
depth(s1) + depth(ss)

(3)

Simwup(sl, 82) =

Wu and Palmer describe this measure relative to a verb taxgniout in fact the measure can be

used equally well for other parts-of-speech as long as theegis are arranged in a hierarchy.

The measures we discussed so far were limiteid-torelations. Hirst and St-Onge [9] suggested
a path based measure of relatedness that goes béranélations. Because of this, the measure
is able to find relatedness between two synsets acrossetiiffparts-of-speech. For example, it
can find relatedness betwerroneyn andrich#a. The measure is based on finding lexical chains
between two synsets. The intuition behind the measure ighbeclosely related synsets will lie
in the lexical chain that is neither too long nor has many geanin direction. The degree of
relatedness is described with the nominal valaga-strong, strong, medium-stroramd weak
Two synsets have extra-strong relatedness if they areigdéniThe relatedness is strong in three
scenarios. First, when synsets are synonyms. Second, Wwaenéxists a single link between the
synsets (e.g. in case of antonym). Third, when one synsetas@ound word of another word and
when a WordNet relation exists between them (evinter squashis a compound word adquash

andsquashs a hypernym ofvinter squash

°In WordNet 3.0, there was a structural change that linkethallnouns together by introducing a hypothetical root

node.
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The medium-strong relatedness is decided based on thetweigloulated as below.

weight = C' — path-length — (k x #changes-in-direction) 4)

whereC andk are constants. The constandecides how much weight should be given to the num-
ber of changes in direction. In WordNet::Similarity thewas forC' andk are 8 and 1 respectively.
If there are not many changes in the direction and the synsefar away in the lexical chain, then

the weight is higher. A weak relation has a weight of 0.

2.2.2 Information Content Based Measures

Information contenimeasures the specificity of a concept. Specificity can begthicaf as the recip-
rocal of the occurrence frequency of a concept. A frequestturring concept is less specific and
has lower information content while a rarely occurring agptcis more specific and has higher in-
formation content. For example, the more general conglejeictn#1 would have low information

content, while the more specific conceiple pietn#1 will have a high information content.

Mathematically, information content for a conceps defined as the negative log of the probability

of concepts in a given corpus containingy distinct concepts.

IC(s) = —log P(s) (5)

And the probabilityP(s) is defined as

_ frequency(s)

P(s) '

(6)

An interesting aspect of information content is that thentswassociated with a synset are prop-
agated up the hierarchy, in that when the child synset getaiatcthe counts associated with its
ancestors are incremented as well. Therefore the highel ¢ewncepts have higher counts associ-
ated with them. This leads to lower information content fengral concepts and relatively higher

information content for specific concepts.
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To calculate the probability, the measures need a sengedamprpus to compute concept frequen-
cies. If sensetagged text is not available the measuresadopt an alternative counting scheme.
Resnik [36] suggests counting the number of occurrencesnafrd in a corpus and then dividing
the number of different senses associated with that wore égmally within the count. For exam-
ple, as shown in Figure 2quashhas 4 senses. fguashoccurs 10 times in the corpus, each sense

of squashwould get a frequency af0/4.
To handle the zero valued frequencies, WordNet::Simjlarites add-1 smoothing.

Resnik [37] proposed a similarity measure based on infaomatontent that computes the infor-

mation content of the least common subsumer of the syrsetsds,

Simyes(s1,82) = IC(LCS(s1,52)) (7)

The similarity between synsets is based on how much infeomahey share with each other. If
they are sharing more specific information then the syngetmare related. The limitation of this
similarity measure is that there are many concepts in WordiNg share the same least common
subsumer. This results in assigning the same similarityestm all the concepts. This is more
common for verbs, as verb hierarchies in WordNet are verjlashaBecause of this, the measure
is unable to make fine distinctions between two concepts srobmsidered as a coarse grained

measure.

Jiang and Conrath [11] use information content to find seimaigtance between conceptsand

so in the noun hierarchy. The intuition behind the measure @, tfor concepts that share a lot
of information, the information content of the lowest conm&ubsumer will be high. This will
result in a smaller semantic distance between the concegttha lowest common subsumer. The

semantic distance defined by Jiang and Conrath is:

Distjen(s1,52) = 1C(s1) + 1C(s2) — (2 x IC(lcs(s1,52))) (8)

The concepts with smaller semantic distance are more sitoikach other than the concepts with

a larger distance.
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Thus the similarity can be described as

1
Sim; = 9
ngcn(31782) D’iStjcn(Sl,SQ) ( )
In 1998, Lin [15] proposed a measure based on informatiotecbnwvhich is similar to Jiang and
Conrath’s measure. Lin calculates the semantic similédtyveen the synsets ands, using the

equation
2 x IC(LCS(Sl,SQ))
IC(s1) +1C(s2)

The idea is that if two concepts share a lot of specific infdioma then the similarity score would

Simyin(s1,52) = (10)

be greater. If the concepts do not share much informatian the score will be lower. Note that
the termdepthused by Wu and Palmer in path based measures can also bettbbagha measure
of specificity, in that the more deep the concepts are, theerapecific they are. The measure

developed by Wu and Palmer (wup) is considered as a spesialotdhe Lin measure.

2.2.3 Gloss Based Measures

The similarity measures we have seen by now are limiteg-&relations in WordNet. Gloss based
measures are relatedness measures and go beyond iseneeliti 1986, Lesk proposed a solution
to word sense disambiguation based on the overlaps betweessnsic relatedness between words
[14]. He suggests that given a specific word from a text, tmseef that word could be identified
by counting the number of overlaps in the definitions of thatdvand the definitions of the word
preceding or following that word and the sense with maximuatames (overlaps) would potentially

be the intended sense.

Based on this idea, a new measure of semantic relatedness dragxtended gloss overlap (lesk)
was then introduced by Banerjee and Pedersen [1]. The neeesunbines the advantages of Lesk’s
gloss overlap with the structure of a concept hierarchy éater an extended view of relatedness.
The scoring mechanism is different than Lesk’s scoringgesitihis measure doesn't differentiate
between a single word and a phrasal overlaps. Given twoego#ise longest overlap between them
is detected. Then the overlap is removed and a unique markéaded in both strings. The process

is continued in a recursive fashion until there is no oveitathe two strings. A phrasal overlap of
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n words is assigned a scord. The summation of the squares of the lengths of individuatlaps

is the score for the pair of glosses.

#overlaps

pairscore = Z length? (overlap;) (12)
i=1

where,length?(overlap;) is the number of overlapping words in tifé overlap.

For example, given synsets, = cat#n#7 anddog#n#1 and the overlapgclaws, fissiped mam-

mals} using hypernym-hypernym relation, the pairscore betwgeands, will be 1 + 22 = 5.

A pairscore is computed for each relation pair. The relasdrscore between synsets is then given

by

H#relations
Relatedness(s1, s2) = Z pairscore; (12)
j=1
For the above example, if there exist overlaps Zomore relation pairs, a pairscore 8 for
hyponym-hyponym relation pair, and a pairscoreldbr hyponym-holonym pair, then the relat-

edness score between ands, would be5 + 20 + 1 = 26.

Another gloss based measure of relatedness is the contelxirveaneasure (vector) proposed by
Patwardhan [29]. In this measure, each synset is represbyta gloss vector where a gloss vector
is a context vector formed by considering a WordNet glosfi@asbdntext. The semantic relatedness
of two synsets is then computed by measuring the cosine adrigke between the corresponding
normalized gloss vectors. A context vector is a sparse ¥estich contains components denoting
the co-occurrence frequencies of the word and the words iglitsses. For example, suppose we
are finding the relatedness betwegn= centtn#2 and s, = dollar#n#3. The gloss ofcentn#?2
contains the content words (words that are included in Wetiddin, worth, one-hundredth, value,
basic, unit The context vector of the worbin which contains the content worélat, metal, piece,

used, usually, mone its gloss may look like

coin=(020301010500100000)

®In reality this vector is a very high dimensional sparse eect
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The higher frequencies mean that the words co-occur mordeuat times. A gloss vector is then

created by adding all context vectors. For example, thesglestor forcent#n#3 will be

cent#n#2 = coin + worth 4+ one-hundredth + value + basic + unit

Similarly a gloss vector fodollar#n#3 is created and the relatedness between syrsetsd s, is

computed as the cosine angle between the gloss vegtansds3

k]
&l

Relatedness(si, s2) = (13)

=
N

Vector measure is more general than the extended lesk nesiaghit it goes beyond finding exact

string overlaps between glosses.

This thesis uses the measures of relatedness and simdattyssed above to solve the problem of
all-words sense disambiguation. It is important to noté, theet a WSD problem, the usefulness of
WordNet based measures is limited by sparsity of its arceréfbore, it is important to understand
the variations and limitations of these measures in ordentierstand the results presented in this

thesis.

In the subsequent chapters, we'll discuss the algorithmeampérimental results. We refer to our
system as WN-SRAWW ordNet Sensé&elateAllWords). The similarity and relatedness measures
will be referred to with the abbreviations in the parentieftath Length (path), Wu and Palmer
[45] (wup), Leacock and Chodorow [13] (Ich), Hirst and Stger{9] (hso), Resnik [37] (res), Lin
[15] (lin), Jiang and Conrath [11] (jcn), Extended Gloss Qe [1] (lesk) and Gloss Vector [29]

(vector).

2.3 Definitions

Monosemy

The problem of WSD exists because words are ambiguous. althtis an arbitrary text, not all

words are ambiguous. A significant number of words simplyehawe meaning. A monoseme is
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a word or a phrase with a single meaning. For exaniplgay is a monoseme which has a single

sense in WordNet the sixth day of the week; the fifth working day
Polysemy

Though most words in a dictionary are monosemous, it is theiguous words that occur in a
text more often [23]. The termolysemouss defined as having or being characterized by multiple
meanings. For exampleyalk is polysemous, in that it can meavent walking, went for a walk,
walk the dog, graduation walkrhough there are multiple meanings associated with the walk,
they are more or less related. But in some cases, the wordsshave form but completely different
meanings. For examplsguashn Figure 2, has completely different meanings/efietable squash
andgame squashThis is called homonymy, where the words take same form &g lsompletely

different senses.

Unfortunately, WordNet doesn’t make any distinction betwgolysemy and homonymy and hence
this thesis tackles homonyms and polysems the same way. Asavthe term, polysemy simply
means the property of having multiple senses, irrespecfivdhether they are related or completely
different. If aword has a large number of senses in the semsatory, we say that the word is highly

polysemous. For example, the vertake which has 49 senses in WordNet is highly polysemous.
Types and Tokens

How many unique words are there in the text below? We can séd¢hé wordghings, learn, the,
youare repeated several times. The unique words in a text aeedfto asypesor word typesand
the distinct words are referred to tkensor word tokens In the following text there are 19 word

types and 25 word tokens.

“The only things you learn aréne things youame,” saidthe fox. “People haven't time

to learn anything. They buyhingsready-made in stores.”
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3  WN-SRAW Algorithm

Now that we know the problem of all-words sense disambiguaind have some background about
WordNet and the measures of similarity and relatednesstiinie to discuss WN-SRAW approach

for all-words sense disambiguation.

In 2003, Patwardhan et al. [30] proposed a method for lesaaliple disambiguation based on the
measures of semantic similarity and relatedness that gskeinented in the WordNet::Similarity
Perl package. The method relies on the available contexsintly uses information that can be
automatically obtained from the lexical database WordMNets requiring no manually annotated
data. This makes it an unsupervised knowledge based appr&a@005, a generalization of this
method which can be applied for all-words sense disamhiguatas suggested by Michelizzi [19].

This thesis is based on the method described by Micheli2ji [1

Before looking at the algorithm, let us first define the basiitsuof language such as word, term
and sentence as they are used in this chagieword is a unit of text in which only alphabetic
characters, numerals and two special characters nanaglgi- are allowed.A content word is a
word that is found in WordNet. For exampleiend andice-creamare content wordsA term is
two or more words that represent a single meaning. For examan Turing’ and‘White House’

are termsA sentenceconsists of words and terms and is delimited by a new lineacier.

WN-SRAW takes a sentence as input and outputs a sense taggetice. The input format can
be either raw, wntagged or tagged. The raw format is the meser format and is used for
disambiguation of a plain text. WordNet tagged (wntaggepi, where a WordNet tdgs assigned
to each content word is also supported. The tagged fornesrad the Penn Treebank tagdiaext.
Though Penn Treebank tagged text is allowed, prior to disggumaltion the tags are mapped to the
four WordNet tagd So in turn tagged text is converted to wntagged text befisanbiguation and

is treated as wntagged text thereafter.

Here are examples of each format.

"WordNet tags are n,v,a,r.
8http://www.comp.leeds.ac.uk/ccalas/tagsets/upemh. ht
°Refer Appendix A.1 for the mapping.
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1. (raw): Lake Superior is the largest of the five Great Lakésarth America.

2. (tagged) : Lakesuperior/NNP is/VBZ the/DT largest/JJS of/IN the/DT fiv&/GreatLakes/NNPS
of/IN North_America/NNP.

3. (wntagged) : LakeéSuperio#n istv the largesta of the fivgétn GreatLakes#tn of North America#tn'©

Given a sentence in any of the above formats, WN-SRAW firstexs the input text to lower case

and follows the steps below sequentially.

3.1 Compoundify

If the format is raw, first the punctuation marks are removed then WN-SRAW will identify
WordNet compounds which are the terms found in WordNet. WordNet representapmunds
using the 2 character. Lake Superiorand North. Americarepresent WordNet compounds in the
above example. Compounds have non-compositional meaRiogexample,White_House’is a
compound which consists of two distinct words, howeverwhele term is recognized as a single
noun sense. If all compounds in a sentence are identifieditli®ralleda compound identified

sentence

If the format is raw, identifying compounds is essentialwbrds in a compound are considered
separately, then it often becomes impossible to disamt#gukor example, ifed tape which
meansneedlessly time-consuming procedigeonsidered as two separate words, disambiguation
becomes impossible because no combination of sensesd@nd tape can represent the sense
needlessly time-consuming procedubdoreover, the algorithm will search for all various senses
of red (7 senses in WordNet) and all various sensetapé (8 senses in WordNet) although it is
guaranteed that the senses chosen would be wrong. In domii@st compounds are monosemous

and hence disambiguation consists of simply assigningrheavailable sense to the compound.

In WordNet 3.0, out of the 155,287 unigue strings, more @ (64,331) are compounds. The
longest compound in WordNet 3.0psayer_of_azariah.and songof_the_three children which con-

sists of 9 words. Since there is no longer compound in Wordtietcompoundify algorithm only

10since WordNet contains only open class words, wordstlike of are not tagged.
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looks for compounds of < length < 10, which helps improve the efficiency of the algorithm.

Note that for tagged and wntagged format, it is assumed lleaeixt has no punctuation marks and

compounds are already identified as shown inLthke Superiorexample above.

WN-SRAW uses WordNet::Toot$ Perl module for compound identification. Algorithm 1 de-
scribes WordNet::Tools’s algorithm to identify compouridsa sentence. Given a raw format-
ted sentence, compoundify identifies all the compounds ahdns a compound identified sen-
tence. For example, given sentermariste galois founded modern group theatlye algorithm
returnsevaristegalois founded modern grougmeory. The compounds are found using a greedy
search method. The longest valid compounds in a sentencehasen. For example, in the
sentenceSir William Walton was a British composer and conducttirere are two compounds,
‘Sir_William_Walton’ and ‘William_Walton’. The longest compounir_William_Walton’ will be

chosen.

The compound identified sentence is further used for disguaition.

3.2 Stop Words Removal

An arbitrary text consists of open class words (nouns, vetijectives and adverbs) and closed class
words (prepositions, determiners, conjunctions, prospett.). Closed class words (also called as
function words) don't carry with them much meaning and tfere2are not included in WordNet.
We call these wordstop words WN-SRAW can only disambiguate content words (i.e. the word
that are defined in WordNet), which is why many stop words ateraatically excluded. However,
some words that are typically used as stop words have unusagks in WordNet. For example,

WordNet defines the most commonly used stop wardandwhoas below.

1. an: Associate in Nursing, AN — (an associate degree irimyjrs

2. who: World Health Organization, WHO — (a United Nationgmgy to coordinate international health

activities and to help governments improve health seryices

http://search.cpan.org/ tpederse/WordNet-Simila2i§5/lib/WordNet/Tools.pm
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Algorithm 1 Compoundify

1:

2:

3:

10:

11:

12:

13:

14:

15:

16:

17:

18:

19:

function Compoundify éentence) : compound identi fied sentence

MAX COMPOUND_SIZE <« 9

compound-identi fied-sentence <« sentence

first-index «— 0
last-index «— number of terms iBentence — 1
while first-indexr < last-index do
end-compound-index «— first-index + MAX COMPOUND_SIZE
while first-index < end-compound-index do
candidate-compound «— sequence of words inompound-identi fied-sentence sepa-
rated by 2’ from first-index to end-compound-index
if candidate-compound is a valid compound defined in WordNggien
replace respective multiple words incompound-identified-sentence by
candidate-compound
Goto 16
end if
end-compound-indexr «— end-compound-indexr — 1;
end while
first-index «— end-compound-index + 1;
end while
returncompound-identi fied-sentence
end function
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Here is the more complete list of stop words which are almivgiys used as function words, but
also have WordNet senses associated with more unusualsusagen, as, at, by, i, in, it, he, his,

me, oh, ok, or, thou, us, wa, who.

To eliminate the stop words that have unusual senses in Vbyaie employ a stoplist. Atoplist

is a list of stop words. WN-SRAW's default stoplist includbs above stop words.

The stop words removal is done immediately after compouwadiin. This is done for all three
formats. The stoplist is checked for each content word orpmmd in a compound identified
sentence to see if it is a stop word. All the matching termsnaagked as stop words and are
not further considered for disambiguation. For examplsyasng WN-SRAW is using the default
stoplist, after stop words removal, the sentefibe moviestar married an astronomewould be

The moviestar married astronomerStop words removal is done after compoundification because
some compounds contain stop words, for example the complalimidof_an_eyecontains the stop
word an. The text in which all compounds are identified and stop wardsemoved is further used

by WN-SRAW algorithm.

3.3 WordNet Interface and Lemmatization

WN-SRAW uses WordNet::QueryDataPerl module as an interface to the WordNet database files.
WordNet::QueryData Perl module allows the user direct sete the full WordNet semantic lexi-

con. It supports all parts-of-speech and access is geneml efficient.

Lemmatization is the process of obtaining the base forms of a word. For elgrogtch#v is the
lemma ofcatchingtv. In a WSD problem, identifying the correct lemma of a worddsefdisam-
biguation is essential. For example, in the sentdlueeersare blooming if areisn’t lemmatized to
be then we probably get some funny sensesaferlike a unit of surface area equal to 100 square

meters There is no further possibility of correct disambiguatiorsuch a case.

WN-SRAW uses simple lemmatization available within Wordllded QueryData provides an in-
terface to do that. Given a word or wa#pos, it provides a list of all alternate forms (alternate

spellings, conjugations, plural/singular forms, etc.pr Ehis, it uses a simple morphological pro-

2http://search.cpan.org/dist/WordNet-QueryData/
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cessing as provided by WordNet to identify the base form obedwFor example, given the word

looksit will return look#n andlook#v simply as WordNet would return.

3.4 Disambiguation

WN-SRAW processes a text sentence by sentence. It expexiseotence per line and one line per
sentence. The input of the algorithm is a stop words elirethaentence which contains lemmatized
content words and/or compounds. The distinct units in aatigpntence of WN-SRAW will be

referred to asokensor instancesand the unique units in an input sentence of WN-SRAW will be

referred to asypesor word types

An example of an input sentence is shown below. The inpuesertcontains 8 tokens or instances

and 8 word types. Henceforth the terms “instance” and “tdkeét be used interchangeably.

Plain sentenceRichard Phillips Feynman was an American physicist knowrefoe

panding the theory of quantum electrodynamics.

WN-SRAW input: richard_phillips_feynman be american physicist known expand the-

ory quantumelectrodynamics

Each token in the input sentence is disambiguated separstiaiting with the first token and work-
ing left to right. At each stage, the token being disambigdds called thearget, and the sur-
rounding tokens form theontext window. The size of the context is determined by the user and
will be referred to asvindow size A balanced context is chosen according to the window size
A window size ofn means that there aretokens in the context window, including the target. The
window context is chosen asil((n — 1)/2) tokens on the left andlloor((n — 1)/2) tokens on the

right of the target, where

ceil(z) = smallest integer not less than x as a real number

floor(x) = largest integer not greater than x as a real number

For example, in the above input sentencé&nibwnis the target, then a window size of 3 determines

the context asphysicist, expandijgand a window size of 4 determines context américan,

25



physicist, expandirjg Note that the tokens at the start or end of a sentence wi# babalanced
windows associated with them, since the algorithm does msscsentence boundaries and treats
each sentence independently. For example, for the tgupeitumelectrodynamicsvith window
size 3, onlytheorywill be in the context window. If the window size is 2 and thegtet is the first
token on the left, the first token on the right is consideredhke example above for window size 2

the context for the targeichard_phillips_feynmarwill be the tokenbe
Each target is disambiguated as below.

Supposeu, is the target having sensés , so, ..., S, } @andey, ca, ..., ¢,, are the tokens in a context
window where the window size is+ 1. Assume that each context tokerhasm; possible senses,

denoted ags}|, s}, ..., 55, }. The goal of the algorithm is to select one of the senses frensét

m;
{s1, s2, ..., Sm, } @s the most appropriate sense for the target

WN-SRAW assigns the most appropriate sense to the targetdaguming the semantic related-
ness between the possible senses of the target and thelpassibes of each of the tokens in the
context window. Semantic relatedness is computed usingethgedness functiomelatedness :
(sk,s3) — R, wheres;, (1 < k < my) represents:’” sense of the target ang, representg”
sensel <1 < m,) of the ;t" (1 < ¢ < n) context token an is the set of real numbers. The
relatedness function takes as input two senses, and outputs a real numhelassumed that this
real number is indicative of the degree of semantic sintylaoetween the two input senses. A
larger number denotes high relatedness between the twessand a smaller number denotes low
relatedness between the senses. Denotg.fhe relatedness which gives the maximum value for

(sk,sy),1 < 1 < m;. For each context word;, this vy; is assigned ta;,. For eachs;, we sum
n
these values, giving, = Z vk;. In other wordsyp;, can be calculated as shown in Equation (14).

i=1
The s;, with the greatesty, is considered to be the most appropriate sense of the tayget

n

v = Z ( max (sg,sj)) (14)

° 1<i<m;
=1

The pseudo code of the algorithm is described in Algorithm@ Algorithm 3. Ifv,; doesn’t meet

a certain threshold, meaning that the target sense is not sufficiently relatettigagiven context

3These thresholds can be set using —pairScore. By defasili0i
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token, then the score is not assigned. Similarly, if the maxn of v, is below certain threshold,
then WN-SRAW concludes that there is no sufficient relatedii@eund with the surrounding context

to disambiguate the target.

Algorithm 2 Word Sense Disambiguation algorithm
1: function disambiguate-all-tokengr{put| |, n) : disambiguated-input] |

{/*n is the window size andnput| ] is a sentence made up of tokerjs*/
2: for all tokensw, in input[ ] do
3 best-sense « disambiguate-single-tokerir{put| |, t, n)
4:  disambiguated-input[t] = wy with best-sense assigned
5: end for
6: return disambiguated-input]|;

7: end function

3.4.1 WN-SRAW as a Complete Bipartite Graph

The algorithm can also be viewed as a weighted completethgagraph. A bipartite graph is a
graph whose vertices can be divided into two disjoint 8e&dV” such that every edge connects a
vertex inU to one inV. A complete bipartite graph is a bipartite graph such thatieU, YveV/,

an edg€u, v) exists.

Supposav; is the target. LetV andV be disjoint sets such that = {s1, s2, ..., s, } is the set of
my possible senses of token andV = {(1,¢1), (2,¢2), ..., (n, cy)} is the set ofx context tokens.
The reason for using ordered pairs for context tokens isthieat can repeat. For example, when
disambiguatingvisited in the input sentencqueen egypt visited queen englahdwith window
size=5, the context tokequeenwould appear twice. Assume that each context takety) hasm;

possible senses, denoted{a$,, s}, ..., 55, }. The goal is to select one of the senses from the set

*
im;

{s1, s2, ..., Sm, } @s the most appropriate sense for the target

Let E be the set of edges betwegnandV, i.e E = {(u,v) : ueU,veV'}. A real valued weight is

¥This threshold can be set using —contextScore parameteteflt it is 0.0.
5The original text isThe queen of Egypt visited the queen of England
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Algorithm 3 Word Sense Disambiguation algorithm
1: function disambiguate-single-tokenmnput| |, t, n) : best-sense

{I*wy is thet' token in theinput[ |*/ }
20wy «— inputt]
{l*context] ] is an array of the context tokens of the current tatgét }
3: context]] « ceil((n—1)/2) tokens on the left andlloor((n — 1)/2) tokens on the right of;
4: for all senses;, of targetw; do
5 v« 0

6: forall ¢; in context| ] do

7: for all s; of ¢; do

8: temp-score|j]

o: end for

10: vg; < highest score in arragemp-score] |
11: if vg; > pair-threshold then

12: Vg < Vg + Uk

13: end if

14:  end for

15: end for

{/*At this point each senseg; of the target has a scorg assigned to it.*
{/*The senses;, with the maximuny, is the winning score®

16: winning-score < score which has the maximum valug

17: if winning-score > context-threshold then

18:  return s; which has the maximum valuevy,

19: else

20: return no relatedness with the surrounding context

21: end if

22: end function
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associated with every edge, v) which is calculated using the weight functid¥. 17 is calculated
by taking the maximum of the relatedness scores betweee sevfsthe target and each sensg

of the context tokemeV as shown is Equation (15).

W (u,v) =  max. (relatedness(u, sj;)) (15)

whererelatedness is the function that takes two senses as input, and outputslanumber as
defined previously. A low value of the weight function indies that there is no relatedness or
similarity between the sense and the context token. A higlghteralue means they are strongly
related. Each nodecU is assigned a score by summing the weights associated wiicibming
edges. The sense with the highest score is the winning sAtigekens are disambiguated one by

one in this fashion.

3.4.2 Time Complexity of the Disambiguation Algorithm

It is interesting to see a WSD system running as a stand algplecation. However, it becomes
more useful when integrated in real-world applicationshsag Machine Translation and Informa-
tion Retrieval. This makes it an intermediate task and hérisexpected to be time-efficient. This

section discusses the time complexity of the algorithm.

Let s be the number of sentences in the input text. /kdbe the average number of tokens for this
set of input sentences. Let+ 1 be the window size and,,, be the average number of senses
of polysemous tokenssS,,, is calculated from the text to be disambiguated. For exaniptae

text has the two sentences below, where the parenthesestigivaumber of senses in WordNet for

those tokensS,,, is calculates as,,, = 1H12E3H1280244 — 15 5

king(10) counts(12) money(3)
gueen(12) plays(52) flute(5)

A comparisonin this context means finding similarity/relatedness betwisvo WordNet concepts.

Let T, be the time required for a comparison.

For finding relatedness between each sense of the targeta@mdext tokenS,,g X Savg) = 52

avg

comparisons are needed. Now for all context terms the nuofleamparisons is at most x 52

avg*
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We need to do these comparisons for all senses of the targdor S, senses of the target, the

upper limit on the total number of comparisons is

nx S2, X Sug =n xS (16)

avg avg

We need to do this for ath terms in the sentence

nx Sy, xm 17)
Finally, for s sentences in a text, the upper bound on the total number gbaxasons can be given
as,

nng’vgxmxs (18)

and the upper bound on the time required by the algorithm eatebcribed as

n x Sg’vg X m X 8 X Tem (19)

Equation (18) gives the upper bound on the total number ofpeoisons. It assumes that for all
words in the text same number of comparisons are performedct, the border cases will have an

unbalanced window and hence fewer number of comparisohgeverformed.

ThoughsS3

avg

is going to affect the number of comparisons of the algorijthiis going to be a con-
stant. So from Equation (18), we can say that the complexiipéar ininput size x window size.
That is the time complexity depends upon the size of the textitambiguate and the window
size. That said, since WN-SRAW doesn't cross sentence laoiasd the upper bound enwill be

2 x average number of content terms in a sentence = 2 x m. So the values of, greater than

this upper bound will not have any substantial effect on tiamglexity.
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4 Experimental Data

The performance of all-words sense disambiguation systerasaluated using manually sense-
tagged corpora. As noted in the introduction, annotatihgvatds in a text is a hard and time
consuming task. The large number of words to annotate, gist@mcies in the annotation and very
fine distinctions between senses in the sense inventories meés also an error prone task. In
order to get accurate annotation, two or more annotatork aothe same text. In this process, the
annotators might disagree on certain instances. The agradratween annotators is referred to as
inter-annotator agreemenWhere the inter-annotator agreement is high, the accufaynotation

is correspondingly high. There are various methods tovegbke disagreement between annotators.
In some methods, a third person looks at points where thetatone disagree and chooses one of
the senses they chose or assigns a totally different sensethér method lists all the possible

annotations in the sense-tagged corpora.
For example, consider the following senses of the drél in which WordNet makes a fine dis-

tinction between senses.

1. cover, treat, handle, plow, deal, address — (act on Jgrbain some form of artistic expres-
sion; “This book deals with incest”; “The course coveredadl\Western Civilization”; “The

new book treats the history of China”)

2. consider, take, deal, look at — (take into considerat@mrekemplifying purposes; “Take the

case of China”; “Consider the following case”)

The senses are very close and for the following sentencedfdlie above annotations are appro-
priate for the verldeal In such a case, it would be hard for annotators to decide thpoorrect
sense.

The examination asks studentsdeal with problems in calculus.

The annotators may disagree and the sense-tagged corpid lisbboth of the above senses for

the verbdeal The sense-tagged corpora we use follow this method toueguer-annotator dis-
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agreement. While evaluating, we consider our answer dowieenever it matches any of the listed

Senses.

The experiments in this thesis were carried mainly on tHevi@ghg corpora.

4.1 SemCor

SemCor [24] is the most widely-used freely available magusdnse-tagged corpus. It comprises
around 234,000 semantically annotated token$u(8down corpus, 2% a novel, “The Red Badge
of Courage”). The Brown Corpus was created at Brown Uniterisi 1964. It includes news

articles, fiction, religious works, and scientific writings

In SemCor, all open class words are manually sense-tagg&hyNet 1.6 senses. Since version
1.6, WordNet has undergone many changes and released ress@mng. Many senses were added
and others removed in newer versions. This thesis uses VEbIBIN. So in order to use SemCor,
a mapping from WordNet 1.6 senses to WordNet 3.0 senses usredq We use the version of
SemCoft® that is re-mapped to WordNet 3.0 by Rada Mihaldedn this version of SemCor, the

senses that are defined in WordNet 1.6 but are not defined id\Né613.0 are assigned sense 0.

Figure 4 shows a sample of SemCor formatted data of the firitpylain text.

The petition listed the mayor’s occupation as “attorney’danis age as 71.

The lemmas withwunsn > 0 are sense-tagged tokens. As noted before, the input of WANASR
contains only content words and herthe doesn’t appear in the input text. Here is the reformatted

text that will be input to WN-SRAW system that includes oninse-tagged tokens.

petitior#n list#v mayo#n occupatio#n attorneytn age#n

In this version of SemCor, there are overall 185,273 opess@danse-tagged tokens along with their

context.

http://www.cs.unt.edu/ rada/downloads.html
TUnless specified otherwise we use SemCor 3.0
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The petition listed the mayor’s occupation as “attorneyd ars age as 71.

</s>

<Ip>

<p pnum=28-

<ssnum=32

<wf cmd=ignore pos=D® The</wf>

<wf cmd=done pos=NN lemma=petition wnsn=1 lexsrE00:: > petition</wf>
<wf cmd=done pos=VB lemma=list wnsn=1 lexsn3200:: >listed</wf>

<wf cmd=ignore pos=D¥the</wf>

<wf cmd=done pos=NN lemma=mayor wnsn=1 lexsri8100:: >mayor/wf>
<wf cmd=ignore pos=POS5</wf>

<wf cmd=done pos=NN lemma=occupation wnsn=1 lexsfi400:: >occupatior:/wf >
<wf cmd=ignore pos=IN-as</wf>

<punc>“</punc>

<wf cmd=done pos=NN lemma=attorney wnsn=1 lexsi8D0:: >attorney /wf>
<punc>"</punc>

<wf cmd=ignore pos=CSand</wf>

<wf cmd=ignore pos=PRP$his</wf >

<wf cmd=done pos=NN lemma=age wnsn=1 lexs®87100:: >age</wf >

<wf cmd=ignore pos=IN-as</wf>

<wf cmd=done pos=CD ot=notag 1</wf>

<punc>.</punc>

<[s>

Figure 4: SemCor formatted data
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corpus nouns verbs adjectives adverbs

SemCor | 87,002 (47) | 47,570 (266) | 31,754 (17%) | 18,947 (160)
SENSEVAL-2 | 1,057 (47%) 509 (23%) 417 (18%) 277 (12%)
SENSEVAL-3 | 884 (46%) 719 (3%%) 322 (1) 12 (0.6%)

Table 2: The number of tokens broken down by part-of-spedwotravthe token is defined in Word-

Net.

corpus

# toke

ns

# word types

SemCor
SENSEVAL -2

SENSEVAL -3

18,52

1,93

2,260

73

21,513 (1%)
1,075 (48%)
7 | 952 (4%%)

Table 3: Overall number of tokens and word types.

corpus nouns %) | verbs (%) | adjectives%) | adverbs %) | All (%)
SemCor 18.9 5.2 30.7 39.3 21.32
SENSEVAL -2 22.8 2.3 194 37.2 20.54
SENSEVAL -3 191 5.3 21.7 100 16.53

Table 4: Percentage of monosemous tokens per part-oftspeec
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semcor SENSEVAL -2 SENSEVAL -3
beftv (8,400) genetn (60) bettv (137)
persor#n (6,696) cancettn (54) man¥#n (17)
not#r (1,703) ringertn (27) havetv (16)
group#n (1,329) saytv (24) sayv (15)
havetv (1,126) bell#n (22) localta (13)
saytv (1,005) not#r (21) feeltv (12)
locatior#n (993) cell#n (21) statetn (12)
maketv (757) copy#n (17) strange#n (11)
mar¥n (576) educationdta (16) timettn (11)
sedtv (549) know#v (16) legislato#n (11)
know#v (512) find#v (16) votertn (11)
time#tn (511) educatio#n (15) | congressionaa (11)

Table 5: First n most frequent word types where the type ®aqu for frequently occurring word

types in SemCor> 500.
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42 SENSEVAL/SEMEVAL

SENSEVAL 8(now renamed BMEVAL) is an international competition on WSD organized by the
Association for Computational Linguistics (ACBpeciall nteresiGroup on theeEX icon (SIGLEX).
The goal of the competition is to evaluate the strengths asaknesses of various WSD systems
with respect to different words, different varieties ofdammage, and different languages. The review
of the competitions can be found in [28]. The competitionudes a number of different tasks, and
the SENSEVAL organization develops a set of test data to use for evautissystems. There have
been four competitions held so far. The first oneNSEVAL -1 took place in 1998 and consisted
of a lexical-sample task. The second competiti@nSEVAL -2 took place in 2001 and consisted
of a lexical-sample task, an all-words task and a transiadtisk. &NSEVAL -3 was held in 2004
and consisted in total of 14 tasks including lexical-sangid all-words tasks. The fourth edition
of SENSEVAL, SENSEVAL-4/SEMEVAL-2007 consisted of total 19 tasks including an all-words

coarse-grained WSD task. The fifth competition is planne@@i0.

There were several different types of data sets createdlfaoads tasks in these competitions. The
SENSEVAL datd® used in this thesis is the sense annotated data used for tlistEBENSEVAL

all-words task. The data sets have the same format as of SemCo

SENSEVAL -2 is a small subset of the Penn Treebank cofpard consists of 3 Wall Street Journal
articles. 2,473 of the total 4,873 words are open-class sy@nad 2,260 of the open-class words are
found in WordNet. Table 2 shows the most frequently occgrword types in this corpus. Looking
at the most frequently occurring word typgene, cancer, cellwe can guess that the corpus is

medicine related. Still it shares common words kkew, notandsaywith SemCor.

Like SENSEVAL-2, SENSEVAL -3 also is a small subset of the Penn Treebank corpus andstonsi
of 3 articles. Two of them are sections of Wall Street Jouantitles and one is a work of fiction
from the Brown corpus. Out of 4,883 words in the set, 2,08lopaen-class words and 1,937 of the
open class words are found in WordNet. The inter-annotajoreament was 72% for people with

advanced linguistics degrees. Table 2 demonstrates EINdEVAL -3 shares a large number of the

Bhttp://www.senseval.org/
Shttp://mwww.cs.unt.edu/ rada/downloads.html
http://www.cis.upenn.edu/ treebank/
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most frequent tokens with SemCor, g, man, have, saandtime

Table 2 shows the distribution of the open class words in SEEENSEVAL -2 and ENSEVAL -3
data sets by part-of-speech. Only words with valid Wordetses are included in the table. It can
be seen that&\sEvaL -3 has a negligible percentage of adverbs and a somewhatrtpglhcentage

of verbs. This leads to higher percentage of polysemoussokeSENSEVAL -3.

Table 3 shows the number of tokens and word types in the distalsean also be seen that because
of the size of SemCor the number of word types in SemCor isypsatall (12% of the total SemCor

tokens) compared to the numbesSBEVAL -2 and SNSEVAL -3 types (around 48).

Table 4 shows the proportion of monosemous tokens per papeech. It shows that a significant
percentage of adverbs in SemCor and all adverbsmsEvAL -3 are monosemous. However the

overall percentage of monosemous words BNSEVAL -3 is less.

Table 5 shows the frequently occurring types in the datasetsSemCor, we created a cut off of fre-
guency= 500. We observed that first 12 frequently occurring word typeSemCor have frequency

> 500. Then we chose first 12 frequently occuring types froenSEVAL -2 and $NSEVAL -3.

The WN-SRAW system was not evaluated on any data from SeRseiace there was no all-words
task. The all-words coarse-grained WSD task data from theEvAL-2007 competition would

provide interesting data. However, this thesis doesn'tituse
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5 Experimental Results

This chapter presents an extensive set of results from {heriexents carried out on the data intro-
duced in the previous chapter. At first, we discuss the génegthodology of experiments and the
baselines considered. Then we present a list of hypothesbtha measures used to evaluate the

performance, followed by detailed discussion of each Hygsit.

The performance of WN-SRAW system is evaluated using stmgged corpora. The general
methodology to evaluate results involves three steps.diitbt step, the key (the gold standard) is
extracted from the sense-tagged corpus. In the secondpstemf-speech tagged text is extracted
from the same corpus ignoring sense tags. WN-SRAW is thedh tasdisambiguate the extracted

text. Finally, the answers of WN-SRAW are scored againskéye

We consider two baselines — random baseline and senselnbas&he random baseline is the
assignment of a random sense to each instance. It serves &smér bound of the algorithm.
The random baseline randomly guesses a sense from the setsilble senses for each token and
serves as a sanity check. The random baseline may be viewesesies of dice throws. For each
instance we have ai-sided die, wheréV is the number of senses. Then we assign the sense that
is showed up on the die. This is done after lemmatization kwlgaves a comparatively small set

of senses from which to choose a random sense. Moreovehdqudrts-of-speech which are not
highly polysemous (adjectives and adverbs), since there@rmany choices from which to select

a random sense, it is more likely that a randomly chosen ssmsgrect.

The sensel baseline assigns sensel from WordNet to eaghcdestlt is common that dictionary
makers (lexicographers) often try to organize senses sthihaore common ones are more visible
or obvious. This is discussed more in Miller, 1994 [23]. Wsthe same idea, WordNet lists the
senses of a word according to their frequencies which acelledéd from SemCor. The senses with
high frequencies appear at the top. For example, for the bauok if sloping land besides a body
of watersense occurs 25 times in SemCor, &éindncial institutionsense occurs 20 times, WordNet

will list the sloping landsense first. In case of WordNet, this most common sense is referred to as

2150me words in WordNet do not have frequencies as they dopéapin SemCor (e.ginger). In that case the senses

are listed in a random order.
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sensel.

In a text, for many words the distribution of senses is higgkgwed. Supervised methods do very
well at least in part because they can learn the sense distribfrom the training data and can
make predictions based on that. Like supervised methoeseihsel scheme also makes use of the
knowledge of sense distribution of SemCor and this simga tdirns out to be very effective which
makes it hard to outperform the sensel scheme for all-wanksesdisambiguation systems. If each
instance in SemCor is assigned sensel, we get a very highaagoof 75%, which is very hard

to achieve for most of the disambiguation systems. Interglyt the sensel scheme also performs
well on SENSEVAL -2 (=~ 66%) and EENSEVAL-3 (~ 67%). This raises the question — why even
care about other WSD approaches if sensel scheme perforwais@n important point to note
here is that the sensel scheme doesn't make use of the slimguontext for disambiguation
and simply relies on the statistical information about sefisquencies. Consequently though it
works well for SemCor and corpora containing related tqptasould not generalize well for texts
in other domains. The most common sense of a word dependstbpatomain of a text. For
example, ifbuilding materialsense of the instanag@mentis common in SemCor, it will be listed
first in WordNet which won't help while disambiguating a téxtentistry domain. Testing on such
corpora might show the unreliability of sensel scheme. Tkentlhe most frequent sense scheme
work effectively for texts in different domains, it is reged that a sense-tagged corpora in that

domain is available. As we noted before, this is an experaigetime consuming task.

It is important to note that WN-SRAW doesn’t use sense fraguénformation for disambiguation.
It treats all senses of a word as equally likely. Thereforédy-8RAW could be easily used for

different domains without requiring any sense-tagged a@rffrom that domain.

Now that we know the general methodology of experiments armvkabout the baselines, we will

present a list of hypotheses for which we designed expetsnen

1. If the context window around a polysemous target tokerxpaeded, there will be more
related tokens available to measure against that targethwtill lead to a more accurate

disambiguation.

2. If an all-words sense disambiguation system is not usimygfl@equency count information,
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it will show the same performance on instances where serssatticorrect as on overall

polysemous instances.

3. The degree of difficulty in disambiguating a token is pmbpoal to the number of senses of

that token (polysemy).

4. A significant percentage of word sense disambiguatioor ésrcaused by just a few highly

frequent word types.
5. Part-of-speech tagged text will be disambiguated macarately than raw text.

6. Given any two parts-of-speech, the more polysemous wilebs accurately disambiguated.

polysemous instances
where sense1 is not correct (23.6 %)

polysemous instances
where sense1l is correct (55.1 %)

monosemos instances (21.3 %)

Figure 5: Instance space of the all-words sense disamimguahowing proportion of instances in

SemcCor. Total Number of instances = 185,273.

Figure 5 shows the instance space of the all-words sensaliigaation problem. As we can see,
for SemCor,21.3% of the instances are monosemous, which are very easy to higaate, while
the remaining’8.8% are polysemous, which are challenging to disambiguate diffieulty of dis-
ambiguation depends upon where the instance falls in th&nos space. Therefore to know where

exactly the error lies, it is required to evaluate an instdveesed on its level of difficulty. For that, we
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partition the instance space mainly into two classes. Thediass contains monosemous instances
and the second one contains polysemous instances. Agaidedng the difficulty of outperform-
ing the most frequent sense (sensel in case of WordNet),niefudivide the class of polysemous
instances into two classes — polysemous instances wheselsecorrect and polysemous instances

where sensel is not correct.

We introduce the following scoring options to evaluate tistdances based on their difficulty level.

1. —score poly of the scorer progr&hof WN-SRAW system: Disambiguation of a monose-
mous instance involves assignment of the only availablsesém the instance. This leads
to very easy disambiguation guaranteeii% accuracy on those instances. However, un-
fortunately, it is the polysemous instances that occur iexainore often. For example, in
the previous chapter we noted that SemCor apdsEVAL -2 have around9% polysemous
instances while BNSEVAL -3 has abou83% polysemous instances. To see how well an all-
words sense disambiguation system is performing, it isireduo see its performance on

only polysemous instances in a text.

The option —score poly of the scorer program of WN-SRAW sysilows to evaluate only

polysemous instances in a text.

2. —score slnc using scorer prograraf WN-SRAW system: As discussed before, sensel re-
sults are very high for the available sense-tagged cor@wdf.the system is assigning sensel
by mistake or as a fall back strategy, it is easy to get mighgaesults. This option allows to
score only polysemous instances where sensel is not carmédtence avoids the possibility
of getting misleading results. Other relevance of thisisgooption is to show if there is any
sensel bias associated with a particular similarity/eela¢s measure. For example, it is said
that the first gloss in WordNet tends to be longer which cousspbly create a sensel bias

for lesk.

Note that the instances that will be evaluated using thiopwill be polysemous and will

be contained in the instances evaluated in —score polyroptio

Z2http://search.cpan.org/ tpederse/WordNet-SenseRalBords-0.19/utils/allwords-scorer2.pl
Bhttp://search.cpan.org/ tpederse/WordNet-SenseRalBiords-0.19/utils/allwords-scorer2.pl
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3. —usemono option of the WN-SRAW system assigns the onljaia sense to the monose-
mous instances. As we noted, an arbitrary text containsrefisignt proportion of monose-
mous instances. Therefore, disambiguating only monossrmstances also results in a re-
spectable accuracy. We used this option to see if the pesfocen of WN-SRAW is only
because of the easy monosemous instances. The trends estits will be similar to —score
poly, with a little boost in the overall performance becaakéhe inclusion of monosemous

instances.

The results are reported usipgecision, recalland the=-score Precisionis the number of instances
assigned correct senses divided by the total number ohiossaattempted by the system, aedall

is the number of instances assigned correct senses dividégehtotal number of sense tagged
instances in the corpus. Precision tells how well the systeing in theattemptednstances and
recall tells how well the system is doing ovalt instances. The F-score combines precision and

recall as shown in equation (20), wheres precision and is recall.

1
Fee~  _0<a<l 20
a%—i—(l—a)l == (20)

T
The constant determines how precision and recall should be weightesd. 0.5 will give an equal
weight top andr, while o > 0.5 would give more weight te. In this thesis same weight gpand

r is given and hencé’-score is calculated using equation (21).

2pr

F_

_p-l-r (1)

Sometimes the similarity and relatedness measures ardeuttabttempt instances because there
is no relatedness found with the surrounding context oretlaee no instances in the context with
which to find relatedness. This is very common in case of anityl measures because they can only
be applied fois-arelations in WordNet. For example, in the following inputnce, a similarity
measure will not be able to disambiguate the eatbecause there is no other verb in the sentence

to find relatedness witf.

ZZWN-SRAW has an option to coerce the part-of-speech of soding words to that of the tar-
get, although we haven't experimented much with that. Hsparch.cpan.org/dist/WordNet-SenseRelate-
AllWords/doc/README.podPartof_SpeechCoercion
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eattv dinne#n fancyta restaurar#n

The instances for which the measure is able to assign ansiwevkat determines the coverage of
the measure. In general, similarity measures have low agedoecause they can only be applied to
is-a hierarchies, more specifically for noun-noun and verb-yeins. On the other hand, related-
ness measures can be applied for all parts-of-speech arekphoit all relations, resulting in high
coverage. This relates to the recall concept we introduocdthat recall measures the performance

over all instances.

Now we present our analysis of each hypothesis. Details @i eaperiment will be discussed as
results of that experiment are presented. Unless specifiegivaise, all results in this chapter are
presented in terms of F-score. Precision and recall resldtgy with the timing informatiof? are

included in Appendix A.3.

%The machine used to run these experiments is a Linux system kernel 2.6.24. It has 4 Intel(R) Xeon(R) CPU,
2.93GHz processors each with 4 cores, and has a total merh8/§35,528 KB & 32G B).
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5.1 Hypothesis 1: If the context window around a polysemousatget token is ex-
panded, there will be more related tokens available to measa against that tar-

get, which will lead to a more accurate disambiguation.

Experiment 1: Evaluated only polysemy instances using —score poly ofijoaxpanding win-
dow size. Six similarity measures namely path, wup, Ich,liegcn and two relatedness measiéfes

lesk and vector as they are implemented in WordNet::Simtylpackage were used.

Observations and Analysis: The intuition behind this hypothesis is that the words thatfar
apart might be strongly related with the target and can divescfor disambiguation. For example,

consider the following sentence wiilistrumentas the target.

original: Sitar is a wonderful instrument.

WN-SRAW input (raw format)sitar be wonderfulnstrument

Considering the strong connection betwesar andinstrument the algorithm should chooseu-
sical devicesense of the target. But, for a smaller window size, say wird) sitar won’t be in the
context of the target and therefore similarity and relagsgnmeasures will not be able to find the

intended sense.

On the other hand, for a bigger window size, say, windowsifar will be in the context which
would lead to choose thausical devicesense of the target. The intuition is that, expanding window
should increase the precision. In terms of recall, if th@eemaore tokens in the context, the chance
of finding relatedness with at least one them is higher andéartreased window size would lead

to a higher recall.

The results show increase in recall as per our intuition tvimicturn results in increased F-score,

however, precision doesn't increase with increased winsiae.

Figures 6, 7 and 8 show F-score results which demonstratéothall similarity measures, F-score
increases with increased window size. In case of relatsdmesisures, a very slight increase in F-

score is observed. All three corpora SemCor (Figure BNSEVAL -2 (Figure 7) and SNSEVAL -3

ZDue to performance constraints vecqmairs and hso are not used
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(Figure 8) show similar trend.

The precision results in Figures 9, 10 and 11 show that thouglexpected precision to increase
with bigger window sizes, it didn't. In fact for the similéyimeasures, it dropped down. This might

be because more context words also lead to more noise whichiséead the algorithm.

The recall results in figures 12, 13 and 14 show that recalsistently increased with increased

window size. Especially, expanding window helped in casewfrecall similarity measures.

These results show some disagreements with results rdpgoytMichelizzi [19]. Michelizzi con-

cluded that a small window size tends to result in high precibut low recall. He observed espe-
cially good results for window size 2. This is because fordewwr size=2, Michelizzi assign sensel
to the first instance in a sentence. For example, in the semteelow, if window size=2 and the
target isblue, since there is no word in the left context, Michelizzi assigensel to the target. This

induces huge sensel bias resulting in good precision fatawrsize = 2.

WN-SRAW input (raw format)blue mountain be look beautiful

Without relying on sensel, in such a case, WN-SRAW consiitgiscontext word’. For the above

example, WN-SRAW will havenountainin the context while disambiguating the targphte

Conclusion: The hypothesis implies that expanding window context sthhéedd to a more accu-

rate disambiguation but the precision results show the sifgo

Z'This was changed effective version 0.17 of WordNet::Seaksi:AllWords
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5.2 Hypothesis 2: If an all-words sense disambiguation sy&tn is not using any fre-
guency count information, it will show the same performanceon instances where

sensel is not correct as on overall polysemous instances.

Experiment 2: We evaluated the polysemy instances where sensel is nectaosing —score
slnc option by expanding window size. Six similarity measunamely path, wup, Ich, res, lin,
jcn and two relatedness measures lesk and vector as thayplemented in WordNet::Similarity

package were used.

Observations and Analysis: As noted before, the sensel heuristic works pretty wellHerdor-
pora used in this thesis. For abdi% instances in SemCor sensel heuristic gives the correct

answer. But what about remainiag% instances?

Unlike sensel heuristic, WN-SRAW doesn't rely on frequenoynt information. Instead it con-
siders all senses of a word as equally likely. So naturallyewgected that WN-SRAW will give
same performance on the instances where sensel heurigtin'dwork as on overall polysemous

instances.

The results in Figure 15, 16 and 17 however show that thetsegtdp down for the instances where
sensel is not correct. The performance lowers by a largeimeognpared to the performance of
all polysemous instances. WN-SRAW achieves the best Fesifdd.499 on polysemous instances
while the best F-score of 0.219 for the polysemous instamdee sensel is not correct. This
indicates that if the answer is not sensel, WSD turns out ta barder problem. These results
also show that the polysemous instances where sensel ismettccontribute significantly to the

overall error.

The trend of the results is same as that of Experiment 1. Adisuees other than lesk and vector are
performing worse than the random baseline for smaller windizes. This is because of the very
low recall of similarity measures. It can be seen that thesasures converge to random baseline

for bigger window sizes.

The reason for overall low results is not so clear. But ourifitin is that some of the similarity and

relatedness measures (especially lesk) have sensel stasassd with them. In case of WordNet,

51



generally the first sense refers to the most common sensebdtieved that first senses in WordNet
tend to be longer, which may be because lexicographers make it as clear as possible by putting
as much information they have. This would create a bias f&k lecause longer glosses increase

the probability of finding more overlaps.

Conclusion The experimental results do not support the hypothesis.
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Figure 15: SemCor results with —score s1nc option. Numbersténces = 43,730.
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5.3 Hypothesis 3: The degree of difficulty in disambiguating token is proportional

to the number of senses of that token (polysemy).

Experiment 3: In order to observe the effect of polysemy on disambiguatiom SemCor corpus
is partitioned into n classes, where each class i < n represents the instances havingpssible
senses. We evaluate instances in each class using WN-SR#&t@hswith representative measures
from each category, more specifically with gloss measuie laformation content based measure
jcn and path-based measure Ich. The measures are usedewtindtow sizes that give best results.
We strictly didn’t back off to sensel in any case because weetdo see the real effect of polysemy
on the difficulty of disambiguation. The Spearman’s rankrelation coefficient was calculated
between polysemy and F-score using a freely available ao&\®R which provides an environment

for statistical computing and grapht€s

Observations and Analysis: In general, it is easy to disambiguate monosemous instakloeg-
ever, in an arbitrary text, as noted by Fellbaum [6], a sigaift proportion of instances are polyse-
mous due to the fact that frequently used types are polysentéur instance, as shown in Table 6,
the most frequently occurring typbs#v andmaketv from SemCor have 13 and 49 senses in Word-
Net respectively. To illustrate the proportion of polysermmanstances in total number of instances,

in SemCor about8% instances are polysemous.

There are mixed conclusions about polysemy and difficultgisdmbiguation. Preiss [33] argues
that polysemy is not an ideal measure of difficulty. On theeptiiand Daelemans [10] concludes
that the fluctuations in accuracy of disambiguation largilpend on the polysemy and entropy of

the ambiguous words.

Tables 7, 8 and 9 show the precision, recall and F-score vPfirslassesn = 25) using lesk, jcn
and Ich respectively. A high negative correlation-af.820 for lesk,—0.840 for jcn and—0.721 for

Ich demonstrates that the difficulty of disambiguation @ases with increased polysemy. This also
confirms the low F-score for verbs which are in general higidlysemous. The tables also show
that the number of instances decrease with increase in thearof senses except for a few cases.

The reason for more instances for polysemy=13 is that the freguently occurring word type

Bhttp://www.r-project.org/
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semcor Polysemy

beftv (8,400) 13
persor#n (6,696) 3
not#r (1,703) 1
grouptn (1,329) 3
havetv (1,126) 19
say#v (1,005) 11
locatior¥n (993) 4
maketv (757) 49
mar#n (576) 11
sedtv (549) 24
know#tv (512) 11
time#n (511) 10

Table 6: Most frequent types in SemCor where word type fraque- 500. Polysemy represents

the total number of senses in WordNet.

befv has 13 senses in WordNet. Similarly 19 senselsavigtv leads to more number of instances

for polysemy=19.

To summarize, we found a high negative correlation betwedrspmy and F-score suggesting that
polysemy is a measure of difficulty and difficulty of disamimdgion increases with increased pol-
ysemy. This confirms the conclusion in Daelemans 2002 [10]s important to note here that
Daelemans’s method of all-words sense disambiguationgdersised and uses sense distribution
information. Therefore they conclude that difficulty degemupon polysemy as well as sense dis-
tribution entropy. However, WN-SRAW doesn’t make use of dveense distribution information
for disambiguation and hence the difficulty is independdrihe sense distribution entropy except
when used with information content measures. As we noteddkdround, content based measures
in some sense, use the sense distribution information whed with WordNet. But gloss based
and path based measures do not need any such informatiomsider all senses of an instance as

equally probable.
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Conclusion: We found a high negative correlation between polysemy asddfe demonstrating

the hypothesis.
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Polysemy|| P R F # instances
1 1.000| 1.000 | 1.000 | 28,673 (19.67 %
2 0.677| 0.666 | 0.672 | 23,417 (16.06 %
3 0.680| 0.673| 0.677 | 25,525 (17.51 %
4 0.515| 0.513| 0.514 | 18,776 (12.88 %
5 0.473| 0.470| 0.471| 13,210 (9.06 %)
6 0.412| 0.410| 0.411| 9,944 (6.82 %)
7 0.381| 0.379| 0.380| 9,056 (6.21 %)
8 0.363| 0.362| 0.363| 5,123 (3.51 %)
9 0.329| 0.328| 0.328| 4,726 (3.24 %)
10 0.302| 0.301| 0.302| 5,465 (3.75 %)
11 0.351| 0.347| 0.349| 5,437 (3.73 %)
12 0.296| 0.296| 0.296 | 2,355 (1.62 %)
13 0.532| 0.529| 0.530| 11,117 (7.63 %)
14 0.325| 0.324| 0.324| 1,502 (1.03 %)
15 0.262| 0.260| 0.261| 873 (0.60 %)
16 0.237| 0.236| 0.236| 1,275 (0.87 %)
17 0.353| 0.353| 0.353| 589 (0.40 %)
18 0.393| 0.393| 0.393| 135 (0.09 %)
19 0.128| 0.128| 0.128| 1,150 (0.79 %)
20 0.207| 0.206 | 0.207 | 306 (0.21 %)
21 0.323| 0.321| 0.322| 823 (0.56 %)
22 0.324| 0.324| 0.324| 244 (0.17 %)
23 0.176| 0.174| 0.175 69 (0.05 %)
24 0.098| 0.097| 0.097 | 723 (0.50 %)
25 0.119| 0.119| 0.119| 202 (0.14 %)

Table 7: Polysemy results with wntagged format, window=@asure= lesk, contextScore=0.0,
pairScore=0.0, —score n with lesk stoplist and no forcefdagal number of instances = 145,773.

Overall P=0.499, R=0.495, F=0.497. Spearman’s rank airoel rho for Polysemy and F = -0.820
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Polysemy|| P R F # instances
1 1.000| 1.000 | 1.000 | 28,673 (19.67 %
2 0.770| 0.441| 0.561 | 23,417 (16.06 %
3 0.716| 0.514 | 0.598 | 25,525 (17.51 %
4 0.603| 0.401| 0.482| 18,776 (12.88 %
5 0.497| 0.368| 0.423| 13,210 (9.06 %)
6 0.446| 0.320| 0.373| 9,944 (6.82 %)
7 0.425| 0.276| 0.334| 9,056 (6.21 %)
8 0.406| 0.325| 0.361| 5,123 (3.51 %)
9 0.332| 0.257| 0.290| 4,726 (3.24 %)
10 0.338| 0.235| 0.277| 5,465 (3.75 %)
11 0.409| 0.327| 0.363| 5,437 (3.73 %)
12 0.261| 0.197| 0.224| 2,355 (1.62 %)
13 0.352| 0.268| 0.304 | 11,117 (7.63 %)
14 0.309| 0.243| 0.272| 1,502 (1.03 %)
15 0.257| 0.179| 0.211| 873 (0.60 %)
16 0.191| 0.168| 0.179| 1,275 (0.87 %)
17 0.267| 0.192| 0.223| 589 (0.40 %)
18 0.505| 0.407| 0.451| 135 (0.09 %)
19 0.260| 0.203| 0.228| 1,150 (0.79 %)
20 0.357| 0.324| 0.340| 306 (0.21 %)
21 0.186| 0.090| 0.121| 823 (0.56 %)
22 0.169| 0.143| 0.155| 244 (0.17 %)
23 0.172| 0.145| 0.157 69 (0.05 %)
24 0.155| 0.130| 0.141| 723 (0.50 %)
25 0.080| 0.054| 0.065| 202 (0.14 %)

Table 8: Polysemy results with wntagged format, window=h®asure= jcn, contextScore=0.0,
pairScore=0.0, —score n with ho measure config, no forcepdsna stoplist. Total number of
instances = 145,773. Overall P=0.528, R=0.323, F=0.40ka®man’s rank correlation rho for
Polysemy and F =-0.840
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Polysemy|| P R F # instances
1 1.000| 1.000 | 1.000 | 28,673 (19.67 %
2 0.596| 0.342| 0.435| 23,417 (16.06 %
3 0.597| 0.430| 0.500| 25,525 (17.51 %
4 0.433| 0.289| 0.347 | 18,776 (12.88 %
5 0.341| 0.254| 0.291| 13,210 (9.06 %)
6 0.339| 0.244| 0.284 | 9,944 (6.82 %)
7 0.284| 0.184| 0.223| 9,056 (6.21 %)
8 0.247| 0.198| 0.220| 5,123 (3.51 %)
9 0.248| 0.193| 0.217 | 4,726 (3.24 %)
10 0.283| 0.197| 0.232| 5,465 (3.75 %)
11 0.202| 0.162| 0.180| 5,437 (3.73 %)
12 0.169| 0.128| 0.146| 2,355 (1.62 %)
13 0.458| 0.349| 0.396 | 11,117 (7.63 %)
14 0.211| 0.166| 0.186| 1,502 (1.03 %)
15 0.173| 0.120| 0.142| 873 (0.60 %)
16 0.206| 0.181| 0.193| 1,275 (0.87 %)
17 0.186| 0.134| 0.156| 589 (0.40 %)
18 0.092| 0.074| 0.082| 135 (0.09 %)
19 0.390| 0.305| 0.342| 1,150 (0.79 %)
20 0.194| 0.176| 0.185| 306 (0.21 %)
21 0.216| 0.104| 0.141| 823 (0.56 %)
22 0.367| 0.311| 0.337| 244 (0.17 %)
23 0.051| 0.043| 0.047 69 (0.05 %)
24 0.152| 0.129| 0.139| 723 (0.50 %)
25 0.137| 0.094| 0.111| 202 (0.14 %)

Table 9: Polysemy results with wntagged format, window=h®asure= Ich, contextScore=0.0,
pairScore=0.0, —score n with ho measure config, no forcepdsna stoplist. Total number of
instances = 145,773. Overall P=0.420, R=0.259, F=0.32@®a®man’s rank correlation rho for
Polysemy and F=-0.721
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5.4 Hypothesis 4: A significant percentage of word sense disdiguation error is

caused by just a few highly frequent word types.

Experiment 4: To see in which cases the system doesn'’t predict the comeetea and whether
the senses assigned are close to the correct sense, we eaperiments with frequently occurring
types. For this, all instances of a most frequently occgrtype are evaluated. The experiments
were mainly carried using lesk measure with window size 7iclvigives the best overall results.

The measure was configured to use lesk staflist

Observations and Analysis: In general, word types in a coherent text follow Zipfian dlittion
as shown in Figure 18. This means that a few word types ocayrfreguently, while many word
types only occur a few times. Therefore in the problem ofaadtds sense disambiguation, not all
word types have the same contribution in the overall reslisr example, a word that occurs 5
times won't shift the F-score of the system in any signifioaay no matter what you do with it,

while one that occurs 9000 times can affect the overall tesula very big way.

More formally, the contribution of each word to the disamiztion can be described as below.

Consider a text witl tokens and types. Letp; be the precision off"(1 < i < t) type. Letf; be

the fraction such thaf; = # orerenees of i'" type ' Then the overall precision can be described as

t
P=) "pifi. Thatis, the contribution of thé" type to the overall precision is given byf;. Soiitis
i=1
important to improvey; for greater values of;. In other words, to increase the overall precision of

WSD it is required that the frequently occurring types asadibiguated correctly.

Table 9 gives the precision, recall and F-score of most &atiy occurring types in SemCor. It
shows that for some cases WN-SRAW does very well and for sthery poorly. For example,
it does pretty well on frequently occurring polysemous reopersosn, grouptn, locatior#n but
performs very poorly on the frequently occurring vehiassetv, makeétv, saytv and se#v. The
noun person which occurs 6696 times in SemCor, results in a F-score @93 while the verb
make which occurs 757 times in SemCor gives a very low F-score@® Again the polysemy

might be playing a role here because frequently occurringpai SemCor have in average 6 senses

2Refer lesk stoplist in Appendix A.2
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Figure 18: Word types in SemCor follow Zipfian distributiofotal number of types = 21,513

in contrast with average 21 senses in case of verbs.

We present individual type results using confusion masricej where eaclij*" entry represents the
count of how many times the actual member of classs predicted as clags In other words, the
rows represent the answer key results (the gold standarntf thle columns represent WN-SRAW
results. Diagonal entries which represent the correctigiied are displayed in bold. We ignore the
instances having more than one possible annotation in thed-ke example, the following SemCor
instancebe (lemma=be), which has two possible annotations 2 and 1 @®#&3h will be ignored.

This leads to a little difference between the counts in TaAad the counts mentioned here.
<wf cmd=done rdf=is pos=VB lemma=be wnsn=2;1 lexsn=2:42;9@2:03:>'s<wf>

Table 11, 12 and 13 show the confusion matrices for the sayv from SemCor, ENSEVAL -2
and SENSEVAL -3 respectively. Table 11 shows the skewed sense distibafithis particular word
type wheres5% of the instances have sensel as the correct sense. The ssigsen&nt distribution

in the tables shows that most of the times sensel is confutkedenseb and senseb. For instances,
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word type P R F #Instances | Polysemy
betv 0.624| 0.621| 0.623| 8,400 (4.5%) 13
persosn || 1.000| 0.987 | 0.993| 6,696 (3.6%) 3
not#r 1.000| 0.984| 0.992| 1,703 (0.91%) 1
group#n || 0.981| 0.981| 0.981| 1,329 (0.71%) 3
havetv 0.124| 0.123| 0.124| 1,126 (0.61%) 19
sav 0.215| 0.210| 0.212| 1,005 (0.54%) 11
locatior¥n || 0.955| 0.952| 0.952| 993(0.0.53%) 4
makefv | 0.085| 0.085| 0.085| 757 (0.41%) 49
mar¢n 0.674| 0.672| 0.673| 576(0.31%) 11
seetv 0.053| 0.053| 0.053| 549 (0.29%) 24
know#v 0.280| 0.268| 0.274| 512 (0.28%) 11
time#n 0.103| 0.103| 0.103| 511 (0.%28) 10

Table 10: Frequently occurring types from SemCor where tiseance frequency account for at

least 0.27% of the SemCor data (i.e. instance frequent§0). Total SemCor instances = 185,273,

measure=lesk, window size=7 and using —word
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1123|465 6 | 7(18]9]10| 11 || Key
1 ||117 38|19 |34|147|452|119(00| O | 3 || 829
2 211 9116|235 |4|0|0|] 0] 0} 119
3 3 1,02 4 6 |0(0|0] 0| 0| 16
4 0|0 0|0 O 1110|0000 1
5 0O|0]0]| 2] 3 3 /0j0j0|]0O|O 8
6 Oo|j]o0j0]1, 0 0 1100070 2
7 110;0]0, 0 0O |0O0j0Oj0Oj]O|O 1
8 1/10;0|]0,| O 0O |0O0j0Oj0O|]O|O 1
Ans | 143|148 | 20| 45| 177517124 0| 0| O | 3 | 977

Table 11: Confusion matrix of the verday from SemCor measure=lesk with lesk stoplist and

window size=7, P=0.134, R=0.130, F=0.133y#v has total 11 senses.

1/2[3]4] 5 || Key
1 |1]1]o0]jo] 1] 3
2 |o|1|0]|0| 5] 6
3 |o|ojo|jo|1] 1
4 |lojolo|o|lo]| O
5 |o|o|o|o| o] O
6 |o|o|o|o|o] O
7 |olo|o|lo|o] O
8 |2]|2]|0|0| 6] 10
Ans|3|4]0]0]|13]| 20

Table 12: Confusion matrix of the vedayfrom SENSEVAL -2 measure=lesk and window size=7,

P=0.083, R=0.083, F=0.088ay#v has total 11 senses.
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1/2|3|4|5|6 | Key
1 |jojoj0o|O|21|1] 2
2 |[2]0]1|0|1|2| 6
3 ||0j0j0O|0O|O|O}| O
4 |[0Oj|0|O|O|O|O| O
5 ]0j0j0|0|0O|O]| O
6 |[0/0|0O|0O|0O|O]| O
7 ||0j0|0O|O|O|O]| O
8 |[1]0|0|0|1|0}| 2
9 ||[0j]O0|O|O|O|1| 1
Ans||3|0|12|/0|3 (4| 11

Table 13: Confusion matrix of the vedayfrom SENSEVAL -3 measure=lesk with lesk stoplist and

window size=7, P=0.000, R=0.000, F=0.088y#v has total 11 senses.

in Table 10, 462 instances have been assigned sense6 wheed s& the correct sense. In case of
SENSEvAL -3 (Table 13), no prediction was correct among total 10 ms#a. Again we can see that

64% instances were assigned sense5 or sense6. Here are thsetiges in WordNet.
1. sensel (1861) state, say, tell — (express in words; “Hetbat he wanted to marry her”; “tell
me what is bothering you”;“state your opinion”; “state ysame”)

2. senseb (8) order, tell, enjoin, say — (give instructiansrtdirect somebody to do something
with authority; "l said to him to go home”; "She ordered him do the shopping”; "The

mother told the child to get dressed”)

3. sense6 (4) pronounce, articulate, enounce, sound auicixte, say — (speak, pronounce, or
utter in a certain way; “She pronounces French words in ayfumay”; “I cannot say ‘zip

wire™; “Can the child sound out this complicated word?")

Consider the following instance shy#v where lesk assigns sense6 instead of sensel.
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1| 2 || Key

1 6|15 21

Ans| 6| 15| 21

Table 14: Confusion matrix of the ventinger from SENSEVAL-2 measure=lesk and window

size=7, P=0.222, R=0.222, F=0.222

original: “This is a poor boy’s bill”, said person.

WN-SRAW input: be#tv poorta boytn bill#n say#v persomn

The main reason of assigning sense6 in this case v#dyfinds a strong relatedness with per-
sonn#1 which ishuman beingense opersorn. Since sense6 has worgdsonounce, articulate,
enounce, sound out, enunciatefinds many common words with persom#l like nose, mouth,
speak, word etcWe also observed that in SemCeagy#v and persomn co-occur approximately
450 number of times. This could be the reason why lesk chossese6 over sensel for 452 in-

stances.

One would think that these senses might be related strongighwesults in confusion of assign-
ment. But lesk relatedness score betweertg#y and sayv#6, which is 4, doesn’t show strong
relatedness between the two senses as compared with themomaxelatedness score of 27 between
sayv#1 and sayv#8. So in this particular case, we can say that lesk mis-ptiedi¢s not just be-
cause of fine distinction between WordNet senses. In fashrime cases we observed that it predicts

a sense with a completely different meaning.

For example, as shown in Table 14, the results of frequertbumwing word typeringer#n in
SENSEVAL -2, show that the algorithm confuses sensel and sense2ificsiginnumber of times,

even though these are completely different senses of the nroger.

1. sensel toller, bell ringer, ringer — (a person who ringsra bells (as for summoning the
congregation))

2. sense2 ringer, dead ringer, clone — (a person who is aidergical to another)

3. sense3ringer — (a contestant entered in a competitioar dalde pretenses)
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4. sense4 ringer — ((horseshoes) the successful throw akadiwe or quoit so as to encircle a

stake or peg)

It was also observed that if there are related instanceseicdhtext, we disambiguatethger#n
correctly. For example, in the following case there areansés likebel#n andring#v in the

context which help to predict the correct sense.

original: But there still are n't enough ringers to ring more than sixloé eight bells.

WN-SRAW input: still#r enough#a ringert#n ring#v moreta bell#n3°

But in the sentence below, there are no instances in thextontéch tell about the sense of the
target instanceinger#n. Given only these instances, it would be hard even for huneamgs to

disambiguate the target instance correctly.

original: Now , only one local ringer remains : 64-year-old Derek Hanmeho

WN-SRAW input: now#r only#r local#a ringer#n remairtv

Another example which is very hard for lesk is the ndimme We observed that most of the times

sense5 was assigned in place of sensel.

1. sensel (219) time, clip — (an instance or single occasipsdme event; “this time he suc-

ceeded”; “he called four times”; “he could do ten at a clip”)

2. senseb (36) time — (the continuum of experience in whiemevpass from the future through

the present to the past)

For example, in the following sentence, the word tfmas sense tagged as tith@#5 where the

correct tagging should be tinte#1.

Original: New bonds would be issued evéirye a portion of the old ones are paid off
by tax authorities.

WN-SRAW input: bond¢n issuétv everyta time#n portior#n old#a pay.off#v taxt#n

authoritiestn

%0The reason for skipping content words from the original texhat they are not sense tagged in the corpus.
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12| 3 |4| 5 |6|7|8|9]|10] Key
1 |2]1|61]|0|121|0|5|0|0]| 5| 195
2 |1]8|52|0|81|0|3|2|0]| 5] 152
3 |o|3|17|0o|53|0o|lo|lo|lo| 3| 76
4 |lojo| 9 |1|24|o|1|0|l0| 1| 36
5 o] 1| 5|0/ 26|0|l0o|l0|0| 3| 35
6 |[0|3]| 1|0/ 0o |o|lo|lo|lO|2]| 6
7 |o|o| 2]o| 5 |olojlojlo|o| 7
8 |ojo| o |o|l 3|ojof[1]|0|O0]| 4
9 [o|o| o|o| 1 |olojlojlo|lo]| 1
Ans| 3|16|147|1|314|0|9|3|0]| 19| 512

Table 15: Confusion matrix of the nodme from SemCor measure=Ilesk with lesk stoplist and

window size=7, P=0.106, R=0.106, F=0.1€fe&#n has total 10 senses.

Because of the wordontinuumin the definition oftime#n#5, there is a strong relatedness found

betweentime#n#5 andportior#n#1 which results in choosing sense5 over sensel.

In order to see how much the first 12 most frequently occumiogd types contribute to the overall
error, we evaluated polysemous instances in SemCor by dirgluhe frequently occurring and
poorly performing word type$ havetv, maketv, time#tv, knowtv, seév and sajv . We used

lesk with window size 7 which gives the best performance. fdselts showed that the F-score
increased from 0.497 (all instances) to 0.510 (excludingrlgoperforming instances). We also
evaluated polysemous instances in SemCor by assigningotinect sense (from the key) to the

above poorly performing word types which increased F-stora 0.497 to 0.547.

In both cases, the reason F-score didn't increase a greltndgabe because, as shown in Figure
17, the overall proportion of the instances of frequentlgurdng word types is not that significant

compared to the total instances of the word types that oadyraofew times.

31This can be done using —exceptword option of the scorer arogf WN-SRAW.
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Conclusion: The experimental evidence supports the hypothesis.
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5.5 Hypothesis 5: Part-of-speech tagged text will be disanduated more accurately.

Experiment 15: To see if knowing parts-of-speech information for raw texttélpful, we carried
out experiments with tagged and raw text. The experimentg wrinly carried out on SemCor.
SemCor is parts-of-speech tagged, so it is required to @xteav text ignoring parts-of-speech
information. In SemCor, WordNet compounds are alreadytified and in the experiment we use
them as they are. The first part of the experiment includesetithg raw text by ignoring parts-of-
speech tags. A key file is also extracted for evaluating tearbiguation results. The extracted
raw text is then disambiguated by disabling compountffgnd using lesk measure. The results are
evaluated against the extracted SemCor key. We used windevwefs5 since with this context size

lesk performs quite well without taking too lofy

In the second part, we extract plain text from SemCor whigtiaiaos content words as well as func-
tion word$?®. Then the plain text is part-of-speech tagged using a geperpose freely available
tagger, the Brill taggéP [2]. The Brill tagger is used with the default settings andfP&reebank
tags are assigned to the plain text. Later these tags aresmhapphe WordNet tag8. Only content
words from this part-of-speech tagged text are extractezkdor disambiguation we are only inter-
ested in content words. We observed the part-of-speecintaggcuracy 002.11% on the content
words. Considering the state of the art part-of-speechracgwof around7%, the reason for the
observed low accuracy is that the frequently occurring ions words such athe, an, awere not

evaluated. The mapped Brill tagged text is then disambaglas a wntagged formatted text.

Observations and Analysis: In case of raw format, it is crucial that the method assigesctr-
rect part-of-speech tags to the instances. If the parpeésh tag assignment is not correct then
while finding relatedness, WN-SRAW won't be looking at thereot part-of-speech tag and hence

it won't be able to do WSD correctly. In such cases, there igunther chance to improve the

32WN-SRAW provides an option to disable compoundifying vimeompoundify flag. This tells WN-SRAW not to
identify any other compounds. If this option is not used, dlgorithm identifies compounds which are not there in the
key. We observed this for the compoubewell.

33Refer Table 31 in Appendix A.3

34Function words such abe, an, ofare immensely important for part-of-speech tagging.

3http://duluthted.googlepages.com/RUIBASED.TAGGER V.1.14.tar.Z
3\WordNet supports only four tags n, v, a, r. Refer Appendix férlthe mapping.
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disambiguation. For example, in the following sentencéef $ystem identifies the wotdandas a

noun instead of a verb, there is no further possibility ofecr disambiguation.

Hand me the spoon.

Using part-of-speech tagged text can improve the perfocean the algorithm in terms of speed
and precision. A part-of-speech tagged word will have fepassible senses than its raw version.
For example, the wortbok has 14 senses bidoki#n has only 4 senses. Hence part-of-speech
tagging will reduce the average number of senses in the sdrgiy),, in equation (5) of Chapter 3)

which will result in improved performance in terms of time.

Table 16 shows the comparison of tagged and raw text expetiménich reveal that part-of-speech
tagging is helpful for all parts-of-speech and improvesdhkerall performance b%.9%. Tagged
text performs especially well for adjectives and adverb® d&h see an improvement @8% in
case of adjectives anidt.6% for adverbs. This might be because for raw text, as shownbieTES,
lesk tends to mis-tag many adjectives as nouns. As nounsuaayeaich hierarchical structure in
WordNet, it might be possible that the measure is finding melgedness with noun form of those
instances. For example, in the following sentence, leskdeertikely to choosebluein#2 (which

in fact should bélueta#1) which isblue clothingbecause of the context wodiless

Theblue dress was pretty.

For nouns we can see an improvemen2af% and7.3% for verbs. Table 18 shows that.5% of

the total nouns were recognized correctly indicating thatdlgorithm did not have much trouble
while assigning part-of-speech tags to nouns. It didn'fquen that well on verbs predicting1%

of the verbs incorrectly. Out df1% of incorrectly tagged verbd,9.8% of verbs were tagged as
nouns. The algorithm couldn’t recognize adverbs and adgraround33% of the total number

of instances. We can see thit% of adverbs were tagged as adjectives and 9% as nouns. This
is reflected in the low precision for adverbs in case of rawnfitt Assignment 020% of verbs

and 21% of adjectives to nouns also explain lower precision for sesbd adjectives in case of
raw format. In case of Brill tagged text (Table 17), we can theesimilar trend. Most error is in

predicting verbs and adjectives. Many times verbs weregd@g nouns and adverbs as adjectives.
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POS annotated Brill tagged | raw

P 0.544 0.535 0.504

Nouns | R 0.539 0.525 0.501
F 0.542 0.530 0.503

P 0.398 0.389 0.313

Verbs R 0.391 0.380 0.310
F 0.394 0.384 0.311

P 0.582 0.541 0.422
Adjectives | R 0.574 0.487 0.420
F 0.578 0.513 0.421

P 0.473 0.436 0.283

Adverbs | R 0.454 0.418 0.279
F 0.464 0.427 0.281

P 0.502 0.484 0.419

All R 0.494 0.469 0.416
F 0.498 0.476 0.417

Table 16: Tagged and raw format experiments. Measure usiedkswith window=5 with lesk
stoplist, -nocompoundify, —score poly. 135,572 attemotgidof 143,431 total instances for Birill
tagged text and 139,753 attempted out of 143,431 totalrnstafor raw text. The POS annotated

text is the part of speech annotated SemCor téxtgtances = 145,773).

Note that the number of instances in case of Brill taggedisdess than in raw text. This is because

for some words, the Brill tagger assigns a part-of-speeghwtiaere wordpos is not defined in

WordNet.
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Noun | Verb Ad;. Adv. key
Noun | 82,703| 470 875 99 84,147
Verb | 1,014 | 44,362 36 7 45,419
Adj. | 1,273 120 | 25,341| 559 27,293
Adv. 194 17 734 | 14,706| 15,651
Ans. | 85,184 | 44,969 | 26,986| 14,706| 172,510

Table 17: SemCor Brill tagged text confusion matrix. In@aasbnly the instances where wégpbs

of the Brill tagged text is defined in the WordNet

Noun | Verb Ad;. Adv. Key

Noun | 78,561| 6,245 | 1,002 48 85,856
Verb | 9,300 | 37,199| 373 6 46,878
Adj | 6,762 | 3,166 | 21,220 227 | 31,375
Adv | 1595 | 365 | 3,591 | 12,274| 17,825
Ans | 96,218 46,975| 26,186 | 12,274 | 181,934

Table 18: SemCor raw text confusion matrix. Includes ondydatiempted instances, i.e the instances

where the relatedness is found with the surrounding instnsing lesk.

To summarize, the results show that using part-of-speggeta before WSD is helpful. Itimproves
performance in terms of F-score. The overall F-score wasawgal by5.9%. Using part-of-speech
tagged text was especially useful for adjectives and advele saw an improvement 6f3% in

case of adjectives and.6% for adverbs. For nouns the improvement Wag% and7.3% for verbs.

Conclusion: The experimental results show that knowing part-of-spéeftiimation helps in dis-

ambiguation, in support of the hypothesis.
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corpus nouns verbs adjectives adverbs

SemCor | 5.40(0.544)| 11.31(0.390)| 5.31(0.582)| 4.03 (0.469)
SENSEVAL -2 | 5.24 (0.520)| 10.49 (0.303)| 4.36 (0.570)| 4.51 (0.509)
SENSEVAL -3 | 6.22 (0.460)| 12.14 (0.335)| 4.63 (0.482) -

Table 19: Average polysemy per part-of-speech for polysemnstances. The parenthesis show

lesk F-score for the part-of-speech.

5.6 Hypothesis 6: Given any two parts-of-speech, the more fysemous will be less

accurately disambiguated.

Experiment 6: First average polysemy per part-of-speech is calculatdtenTpolysemous in-

stances are evaluated for each part-of-speech using —suigre

Observations and Analysis: Not all parts-of-speech have the same degree of polysemy. Fo
example, words likeaccuratelyor aloud don’t have as many interpretations as the wasesor

makehave. In general, adverbs and adjectives are less polysetinan verbs and nouns.

Table 19 shows the average polysemy per part-of-sgéedow, according to Hypothesis 3, the
degree of difficulty in disambiguating a word is directly postional to the polysemy. Therefore,
we expect to get best F-score for adverbs and adjectivesaetl by nouns and finally the least

F-score for verbs.

Figures 20 to 31 show the parts-of-speech results for poigse instancé8. F-scores in these

Figures and Table 19 reveal that, the system gets bestgdsukdjectives, followed by nouns and
then adverbs. The system gets worst results for verbs. Al fpallow the hypothesis except for
the noun-adverb pair. This indicates that polysemy is netahly thing that counts for difficulty

and there are some other factors as well which affect theabbyagerformance. Our intuition here
is that this might be because of the structure of WordheAs we noted in background, the-a

hierarchy for nouns is a distinguishing characteristic afriiNet. The noun hierarchy is deep and

37All adverbs in ENSEVAL -3 are monosemous resulting in no entry f@SEVAL -3 adverbs in Table 19.
%The reason for no results in Figure 31 is thaNSEVAL -3 doesn’t have any polysemous adverbs.
9This intuition is invalid for vector measure as it doesn’e WordNet structure to find relatedness.
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rich with relations. Adverbs are not arranged in hierarghi&hey have relations like antonymy
and pertainymy, however, these relation links are veryssgparhe reason for adjectives performing
better than adverbs might be that the average polysemy eflashand adjectives is very close. In
fact for SENSEVAL -2 average polysemy of adjectives is less than adverbs. dWergadjectives

have relatively more relations than adverbs. There arduatity relation links between adjectives

and nouns. This might be the explanation of the low resutt$efss polysemous adverbs.

Theis-a hierarchies for verbs in WordNet are many and shallow. Eidl§ shows an example of
how shallow verb hierarchies are. The most specific gedmpeltis just three edges away from the
most general verlbcomote There are other relations for verbs such as derived-frgqmoiym and

entailment for verbs. But they are not as rich as noun redati®ur intuition is that high polysemy

and the WordNet structure for verbs make it hardest to diggumake, giving the lowest F-score.

{travel, go, move, locomo}e

|
{travel rapidly, speed, hurry, Zjp

{run}
|

{scurry, scamper, skitter, scuttle

Figure 19: An illustration of verb hierarchy in WordNet

Conclusion: The hypothesis implies that adverbs will be more accurade tiouns but the evi-

dence says the opposite.
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Figure 20: SemCor noun results with —score poly option.
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Figure 21: &NSEVAL -2 noun results with —score poly option.
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Figure 22: &NSEVAL -3 noun results with —score poly option.
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Figure 23: SemCor verb results with —score poly option.
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Figure 24: &SNSEvAL -2 verb results with —score poly option.
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Figure 25: &NSEvAL -3 verb results with —score poly option.
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Figure 26: SemCor adjective results with —score poly option
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Figure 27: &NSEvVAL -2 adjective results with —score poly s1nc option.
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Figure 28: &NSEvVAL -3 adjective results with —score poly option.
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Figure 29: SemCor adverb results with —score poly option.
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Figure 30: &NSEVAL -2 adverb results with —score poly option.
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Figure 31: &NSEVAL -3 adverb results with —score poly option.
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5.7 Other Observations

In a coherent text, not all instances are polysemous. It@satains easy to disambiguate monose-
mous instances. As we noted in Chapter 4, the corpora we g hesve aroun@0% monosemous
instances. The disambiguation of a monosemous instanob/@svassigning the only available
sense to the instance. This naturally boosts the overdthmeance because of the significant pro-

portion of monosemous instances.

As shown in Figures 32, 33 and 34, when monosemous instaneesssigned the only available
sense, similar trend as of Experiment 1 was observed wittliffeeence that monosemous instances
boost the overall F-score. The results also demonstratgetitoentage of monosemous words in all

three corpora. Similar to Experiment 1, the best perfornm@gsures are lesk and vector.

path ——

Ich ==-x---
wup .- %
res - 3o R
[
0.8 | jen ---0-- |
v v v v v IESk o
vector -—-he=

sensel —v—

F-score

0.2 - B

0 I I I I I
3 4 5 6 7 15

window size

Figure 32: SemCor results with —usemono option. Numbersifimces = 185273.
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Figure 33: &NSEVAL -2 results with -usemono option. Number of instances =2260.

l T T T T T
path —+—
Ich ---%---
wup - ¥---
res gl
lin ——m-—
L jcn --00-- |
08 lesk ---®
vector —-A-—
random -~
sensel —v—
0.6 —

F-score

0 I I I I I
3 4 5 6 7 15

window size

Figure 34: &NSEVAL -3 results with —usemono option. Number of instances =1937.
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In 2001, Budanitsky and Hirst [3] report that jcn measuregilest results in the correction of word
spelling errors compared to the measures proposed byighes, hso while, in 2005, Pedersen [31]
found that the extended measure of gloss overlap (leskjitegavith JiangConrath (jcn) measure
and the gloss vector (vector) measure outperforms the othasures in the disambiguation of noun

instances of BNSEVAL -2 lexical sample data.

The summary of best performing measures for all-words seissenbiguation problem using WN-
SRAW system is shown in Tables 20, 21 and 22. We observed thangthe measures we used,
overall lesk and vector performed best. For verbs vgtgave the best results. This might be
because of the fuzziness of this measure and its ability th Hidden semantic similarity. For
adverbs and adjectives lgsk/ 5 performed better than other measures by a large margin. As we
noted, relations for adverbs and adjectives are very sarddhence to find relatedness for these
parts-of-speech, it is required to exploit all possiblatiehs exhaustively. This is exactly what lesk

does.

Other than these experiments, we also carried experimetfigifferent values forontext-threshold
andpair-threshold*®. No significant improvement with a particular thresholdueawas observed.

Higher threshold values result in lower recall which residtoverall lower F-score.

4*This can be done using —contextScore and —pairScore options
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POS SemCor SENSEVAL -2 SENSEVAL -3
Nouns| jenis(0.574) | vector15(0.547) | leski5(0.481)
Verbs | vectori5(0.410) | vectori5(0.342) | vectori5(0.387)

Ad. lesk7(0.582) lesks(0.597) lesks(0.494)
Adv. lesk7(0.469) lesk(0.509) -

Table 20: Best performing measures for polysemous instafeescore poly option), subscript

denotes the window size and the parenthesis denotes F-score

POS SemCor SENSEVAL -2 SENSEVAL -3
Nouns| [in15(0.269) | vectori5(0.398) | lini5(0.296)

Verbs | lesks(0.149) | vectori5(0.203) | vectors(0.170)
Adj. | lesks(0.308) | leske(0.368) | leskiz(0.312)
Adv. | leski5(0.289) | lesks(0.343) -

Table 21: Best performing measures for instances where$esgot correct (—score slnc option),

subscript denotes the window size and the parenthesisateRedcore

leske(0.689)

POS SemCor SENSEVAL -2 SENSEVAL -3
Nouns| jenis(0.658) vectorys(648) lesky5(0.481)
Verbs | vectory5(0.440) | vectory5(0.358) | vectoris(0.387)

Ad. lesk7(0.708) lesks(0.676) lesks(0.494)
Adv. lesk7(0.681)

allau(l.OOOa)

Table 22: Best performing measures for monosemous andgmbyss instances (—usemono option),

subscript denotes the window size and the parenthesisateRedcore
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6 Related Work

Word Sense Disambiguation is a central problem in Naturalguage Processing and has a long
history of research. A variety of approaches including suiped, unsupervised, knowledge based
and combination approaches have been tried. This chapts gverview of some of the prominent

approaches.

6.1 Miller, etal., 1994

Miller, et al. [23] was the first to explain how to determine timost frequent sense heuristic (sensel
scheme of WN-SRAW) which is still hard to beat for most of th&R/systems. This paper proposes
benchmarks for WSD systems. A semantic concorddni@] that combines passages from the
Brown corpus with the WordNet lexical database [6] was useekplore three different heuristics

for word sense disambiguation baselines.

This paper argues that the lower bound7d: of a WSD system suggested by Gale, Church and
Yarowsky [7] is plausible but there is no clear method désctito find this lower bound. In their
paper, they start with a lowest lower bound which is the prijpo of monosemous words in the

text corpus.

In the guessing heuristic, if the word is monosemous therathdable sense is assigned to it. For
all polysemous words, a random sense fropossible WordNet senses is chosen with a probability
1/n. They applied this on 103 passages from the Brown corpus lbseheed an accuracy a6%

on 101,284 words an2b.8% on 76,067 polysemous words. This gives a baseline for a Wend&S

Disambiguation system.

The second heuristic is the most frequent sense heuristihich semantic concordance is used
to determine which sense occurred most often. They usedettstom of the sense-tagged corpus
[24] that was available in August 1993. In the training phdke sense frequencies are estimated
for open class words broken down by part-of-speech. For plarthe frequencies of all 14 senses

{s1, s2, ..., s14 } Of the wordlook with possible part-of-speech tagss = {n, v} would be tabulated

“IThis is 1.6 version of SemCor we use.
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according to how frequently loédpos#s; occurs in the corpus. It was observed that polysemous
words occur frequently enough and can provide a good esswet a relatively smaller sample size.
In the testing phase, if the word is monosemous then it igasdithe only available sense. For all
polysemous words, if the word is found in the training se¢ntithe most frequent sense according
to the semantic concordance is assigned to i It 1 senses have the same frequency then a sense
among thesen senses is randomly selected with probabilifyn. If the word is polysemous and
does not occur in the training corpus then a random senseogenhas described in the guessing
heuristic. They tested this heuristic on a new passage frmnBrown Corpus? and observed
the accuracy 062.5% for all words ands0.8% for only polysemous words which was lower than
expected. They checked if the passage they chose is unns@hie ways. To test with some other
data, they tried leave-one-out method on the sense-taggpdsand observed increased accuracy
of 66.9% on all words and6.4% on only polysemous words. It was also observed that asgjgnin

random senses using guessing heuristic, reduced the Igverfarmance.

The third heuristic described is to use the prior occurrerdeavords together in the same sentence.
The co-occurrence matrices of the senses of the words acalat@ld. In addition to the most
frequent sense information, the semantic concordancekaksas the information about the senses
that tend to occur together in the same sentence. Usingrtfuigmiation co-occurrence matrices
are created. An entry in a co-occurrence matrix represenisrd sense and the other word it co-
occur with in any sentence. In this heuristic, if the word isn@semous then the available sense
is assigned to it. Then for all polysemous words, the co-oeoge matrix is checked to see which
sense from the training corpus is more likely to occur withgbrrounding words in the test sentence
and the sense with the highest frequency is assigned. If thaneone senses co-occur the one with
the maximum frequency in the training corpus is chosen bgking the ties with a random choice.
If the polysemous word doesn’t occur in the training corpits the words in the test sentence then
the most frequent sense heuristic is used to estimate tlse.sé&xcluding the words which have
been assigned a sense using guessing heuristic, the resak$% on all words and7.7% on
polysemous words have been reported. These results atle elits than the most frequent sense

heuristic.

4’passage P7, an excerpt from a novel that was classified bygiSmmd Kucera [4] as "Imaginative Prose: Romance

and Love Story”
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The experiments demonstrated that a considerable impemneoould be achieved by having the
knowledge of sense frequencies. The authors expect thath givarge semantic concordance, the
co-occurrence heuristic would do better since it will captilne topical context. The authors discuss
how representative these results are. These results aretegsto the Brown corpus which contains
a wide selection of general English text. But in a restrictethain of discourse, most frequent sense
heuristic would do much better. They also discuss how the fnreguent sense heuristic would be
affected by the fine distinctions made by the reference dexicFinally the authors discuss how
these heuristics should be used. These heuristics do nsideorthe local context which might be
useful for WSD. So given a system that exploits the local @anthese heuristics could be used as

a fall back strategy when the local identification fails.

6.2 Mihalcea and Faruque, 2004

The SENSHELEANER system, presented by Mihalcea and Faruque [20], implenaamégy minimally
supervised method for disambiguating all content wordstexausing WordNet. The goal of this
system is to use as little training data as possible and asdh®e time generalize the learning

function well so that it can handle all content words in a.text

The system is trained on SemCor. For the words that do not atthe training corpus, information
is drawn from the WordNet. The algorithm has three stepshénpreprocessing step, the text is
tokenized and annotated with part-of-speech before mgjldnodels. Then the compounds and

named entities are identified.

The second step is the semantic language model learningAtsgparate training data set is build
for each part-of-speech in SemCor. For each content worlldrraining set, a feature vector is
created. The class label of each feature vector is a wordasdrise. Different types of features are
considered for each part-of-speech. If the word is a nownfitht noun, verb, or adjective before
the target noun, within a window of at most five words to the &fd its part-of-speech are used
as features. For verbs, the first word before and the first \afieat the target verb and its part-of-
speech are used as features. In case of adjectives, tweedififmodes are used. In the first mode,
the first noun after the target adjective, within a window bfrebst five words is used and in the

other model the first word before and first word after the adjeand its part-of-speech is used.
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Then using the Timbl memory based learning algorithm [1@Jeaeral semantic language model
is learned for each part-of-speech using the above featli@annotate new text, similar feature
vectors are created for all the content words. A class (iveora and its sense) is predicted for each
vector. If the predicted word matches with the target woehtthe predicted sense is assigned to
the target word. Otherwise no sense is assigned to the wdhdsirstage and the word is left for
annotation in later stage. Note that although general rsaatel built for each part-of-speech, they

can’t be used to disambiguate the words which are unknowmettraining models.

The third step is the semantic generalization step whiclspeaally helpful to disambiguate the
unseen words. The syntactic dependencies along with treeptual hierarchy of a word in Word-
Net are used in this step. The raw text from the training sekisacted and is parsed using the
Link parser [42]. All the dependency pairs are stored. Thie-@aspeech and sense information
to each open word in the dependency pair is added. A featatenis created using the words in
the dependency pair, their part-of-speech, and the refeseto all hypernym synsets in WordNet
related to that dependency pair in case of verbs and nouns.isTised to generalize the learning
which helps in disambiguating unknown words. For each degecy pair a positive feature vector
is created for all the senses that appear in the trainingnsehegative for all others. In test phase,
the dependency pairs are extracted again using the Linkpdarsen feature vectors are created for
each dependency pair which consists of the combinationl aeakes of each of the word in the
dependency pair. Then each feature vector is labeled y®sitinegative by using Timbl memory

based learner [10] and the previously learned models.

The SENSHLEANER system achieved an average accuracg4o6% in the SENSEVAL -3 English
all words task. This is a significant improvement over the nfi@gjuent sense baseline @#.9%.

Similar to WN-SRAW, verbs were observed to be the most diffisord class.

Compared to WN-SRAW system this system is supervised andsn@anually annotated train-
ing data. WN-SRAW uses only relatedness measures for digaation in contrast with SNSE

L EANER system that uses parsing and co-occurrences.
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6.3 Navigliand Lapata, 2007

Navigli and Lapata [26] propose an unsupervised graph bakgdithm for Word Sense Disam-
biguation which uses knowledge from a reference lexicone gifaph connectivity measures are
well studied and have been considered for studying thetsteiof hyperlink environment and in
social network analysis. In this paper the measures of graphectivity have been compared and

contrasted on the basis of how well the measures performeoWtrd Sense Disambiguation task.

A sense inventory is used as background knowledge. They wsdN#t and its enriched version
[25]. However they claim that the method is independent efrigference lexicon. The disam-
biguation is done in a sentence by sentence fashion. Givemterse, a graply : V. — E'is
created using nodes representing all the senses of wortlatiséntence. The graph is edgeless in
the beginning. Then for each nodel’, the WordNet graph is searched in a depth first manner for
the remaining/ — {v} nodes. If any of the remaining nodes is found without goirgdeep, all
the intermediate nodes along with the connecting edges fhrenWordNet graph are copied into
G. That is the subgraph of the WordNet graph which is relef@andisambiguating the sentence is
considered. After creating the graph, the important noderanthe other possible nodes represent-
ing senses is identified by using graph connectivity measufée connectivity measures can be
either local or global. In local connectivity measures,teaode is ranked according to the chosen
connectivity measure and the top ranked sense is chosemdtrword in the sentence. In case
of global connectivity measures, each interpretation efdéntence is scored individually and the

interpretation with highest score is chosen.

Various local and global connectivity measures that candasl o decide thenportantnode in
order to assign a sense have been described. These arendelepef the adopted reference lexicon
and the graph construction algorithm. The in-degree meas@asures the importance of vertex
by its degree while in eigenvector based measures, eaclectiom has a weight associated with
it and the contribution of each node connectingvts determined by the corresponding weight.
For example, PageRank measure determines the importareaadev recursively based on a
Markov chain model. In case of KPP a vertexs considered important if it is relatively close
to all other vertices. The betweenness measure considesdeaimportant if it is involved in a

large number of paths compared to the total set of paths. da chMaxflow measure, more the
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flow conveyed from the source to the sink, the more relevansihk is. Three global connectivity
measures which consider the structure of the graph as a wditbler than the individual nodes are
described. Compactness measure represents the extewissfreferencing in a graph. In graph

entropy measure, the entropy of graph G is calculated as

H(G) = = p(v)log(p(v))

veV

wherep(v) is the vertex probability determined by the degree distiiiou Edge density measure
calculates the edge density as the ratio of edges in a gragttoy number of edges of a complete

graph.

To test the performance of disambiguation, the experimeate carried using two different knowl-
edge sources and two different corpora. To contrast and amgifferent connectivity measures,
SemCor and BNSEVAL -3 have been used as the test corpora and WordNet as the sess©iy.
They also carried experiments using extended WordNet [28]abserved a little improvement in
the performance. To avoid combinatorial explosion in cdsglabal connectivity measures, they
used simulated annealing heuristics to explore the hyptspace of interpretations. Random
sense baseline is used as a lower bound and most frequeattsm®ine is used as an upper bound.
They report the best results 8f.8% on polysemous words in SemCor using WordNet and 40.5%
using extended WordNet. WN-SRAW gives the best result9f% on polysemous words in the
same setting using WordNet. Ore&sEVAL -3 with extended WordNet and considering polyse-
mous as well as monosemous words, F-scorg¢laf% on nouns62.8% on adjectives and6.1%

on verbs have been reported. WN-SRAW results are not corleanath these results because the

experiments differ in the reference lexicon they use.

The experiments indicated that local measures perforneibitan the global measures and KPP
yield the best performance in all cases. They also obserlad@improvement in the performance
when enriched WordNet with thousands of relatedness edgesused. InDegree and PageRank
performed comparable to KPP with enriched WordNet. Findily mention combining contrasting

connectivity measures in order to improve overall perfaroma
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6.4 Preiss, etal., 2009

As we have seen before, the most frequent sense (MFS) mgeliary hard to beat for most of the
Word Sense Disambiguation systems. Preiss et al. [34] fonugfining the most frequent sense
baseline by improving every stage of disambiguation suclemsnatization and part-of-speech
tagging. The proposed supervised system uses a rankingtlafgcand a Wikipedia Similarity

measure. The system chooses an alternative answer whendrifiience is observed. The MFS

refining system thus benefits from a very low recall but higegcmion WSD system.

They start with a MFS baseline which has a F-scorg80t% on SENSEVAL -3. At first the system

is refined using the method of determining predominant setise2007, McCarthy et al. [18]
observed that for nouns and adjectives that occur in Senméaarfthan 5 times, the automatically
determined predominant sense outperforms MFS baselinesuéeb words Preiss et al. switch to
the sense determined by predominant sense method. Thigdnetles an automatically created
thesaurus [15] and scores a sense for a word by weightingatized semantic similarity scores
by the distributional similarit§? scores for the neighbors of the word in a thesaurus conetiuct
via distributional similarity. For every word, the predarant sense is chosen which maximizes
the score. For the verbs that occur fewer than 5 times in SensObcategorization similarity is
employed rather than Lesk similarity. Combining MFS, thedmminant sense method and the

subcategorization method, the F-score was improved fi®on% to 58.6%.

The performance of MFS baseline also depends upon the agcofghe lemmatizer and part-of-
speech tagger employed. They found that without any lenzingtof the test input, the maximum
F-scoreof a basic MFS system was in mid-50’s and with a perfect leriradtinput it was in min-
60’s. They evaluated the performance of three differentatizers, the Lemmatizing backend of
the XTAG project (XTAG Research Group, 2001), Celex (Baasftead., 1995), and the Lemmatizing
component of an enhanced TBL tagger [2] &NSEVAL -3, and found that a simple voting system
performs better than any of the individual systems. They alserved that hyphenated words were
a problem for lemmatizers and removing such words incretlseéccuracy by.9%. They also
evaluated the accuracy of 3 different part-of-speech taggye SENSEVAL -3 task and observed that

a simple voting achieves highest accuracy.

“They use the lesk similarity measure as implemented by thelMét::Similarity package [32]
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The MFS baseline may be different for different parts-adesgh. To avoid having explicit features
for each part-of-speech, they implemented the “featucagd algorithm as described in [16]. This
algorithm allows to explore large feature space efficieritlgan be used as a high-precision classi-
fier which returns an answer only when a predictive featuaggtrongly predicts a particular sense
is observed. It learns category indices by learning a wetjbipartite graph. The space and time
efficiency is achieved by aggressively pruning edges. Thaolug large scale and multi class features
might not be relevant in case of WSD, more features can bemglusing this approach without
building huge models. In this paper they use Semcor-3 amasBvaL English Lexical Sample
data as training data and trained a sparse category indesifida with the following features: us-
ing words, lemmas and part-of-speech as tokens. The cdigonaf the preceding and following
unigrams and bigrams and all lemmas to the left and righterstmtence with decayed activation
are used. The experiments were carried out BRSEVAL test sets. The results are not much better
than MFS baseline. They believe that the training set sizauisial and they would like to try much

larger data set.

The other approach Preiss et al. use for WSD is using Wiképetle approach presented uses the
article names and link structure within Wikipedia to find@es that are most related to a WordNet
sense or context. For mapping the sense inventory to Wilkdpéokey search for content words of
the sense or context words in the article titles. If it is fduthey use that article, and if it is not
found, then the substrings are searched in the article narhesGreen method as described in [27]
is used to determine the importance of one node over othdrs.iffiportance is determined by a
measure based on the link structure within a graph. It maeleadom walk with certain constraints
for the walker and gives the scores based on how many timesaérnceode was visited. The Green
method produces a vector containing scores for all of thelestweighting their similarity to the
initial graph nodes. The vectors are compared using theeasithe angle between the two vectors.

Using this method they got a precision2i% and recall 000.5% on non-monosemous words.

Preiss et al. evaluated how the systems are complementhgoézer using the formula in equation

(9) and found that though the individual recall is very lolae systems complement each other well.

wrong in s; and S;
J

1 (22)

|lwrong in s
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A number of combining techniques were investigated. Theeoked that combining using simple
voting doesn’t show improvement in the MFS baselifg.§%). Better results 068.9% were

observed when simple stacking was used.

6.5 Guo and Diab, 2009

Guo and Diab [8] suggest a modification to the unsupervisagigbased in-degree algorithm of
[41] for disambiguating all content words in a text. The nimditions include using JCN measure
instead of LCH to find similarity between verb-verb pairsgieaenting the basic Lesk similarity
measure and augmenting WordNet synsets with SemCor exaniphey report the highest state-

of-the-art result 062.7% on SENSEVAL -2 using WordNet 1.7.1.

The algorithm explained in [8] requires part-of-speeclgtbinput. They start with the in-degree
graph-based algorithm suggested by [41]. The in-degreeritiigh presents the problem as a
weighted graph with senses as nodes and similarity betwereges as weights on edges. The In-
degree measures the importance of a vertbyx summing the weights of the edges that are incident
on it. The sense with the maximum in-degree is chosen as thect@ense. In the original algo-
rithm suggested by [41], Guo and Diab explored the best aiityilmeasure for each part-of-speech.
They suggest using JCN for noun pairs, LCH for verb pairs ageklwithin adjectives and adverbs
and across different parts-of-speech pairs. The authcethaod differs in that it uses JCN instead
of LCH for verb to verb similarity calculation based on thepérical observation on SVSEVAL -3

data.

The other modification is the extension of similarity measuised. They take their cue from the
extended Lesk measure as explained by [32]. Guo and Dialilsath@liffers in the following way.
The original extended Lesk measure mainly uses this forrfqndimilarity based on Lesk [14].
The authors employ this for other similarity measures as. Wéile other difference is they do not
expand the target word that is to be disambiguated but orparek the neighboring words. They
experimented with expanding the target word and observadttie unreliability of some of the

relations is detrimental to the algorithm’s performance.

The third modification is augmenting WordNet synsets witmSer examples. Since Lesk measure
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finds the overlap between the glosses, it is heavily depémtetihe length of the gloss, i.e. longer
the gloss, there is a high probability of more overlaps. Sofrtbe synsets in WordNet have very
brief glosses which leads to very few or no matches with thheosnding words. The idea is to

augment such glosses with SemCor examples. They set a cA@adtigion examples per synset. A
total of 26875 synsets in WordNet 1.7.1 and a total of 25943 els in Wordnet 3.0 are augmented

with SemCor examples.

The experiments were carried on three English All Words sletsy namely SNSEVAL -2, SENSEVAL -
3 and SEMEVAL. The Penn Treebank tags in the test data have lme. Guo and Diab did
experiments with three different versions of WordNet, 1. for ease of comparison with previous
systems, 2.1 for SEMEVAL data and 3.0 to see if the perforredmald across different WordNet
versions. For evaluation, the scorer2 C program has beeh U8 authors mainly consider the
results of [41] as their baseline. The authors claim thét @igorithm is unsupervised though they

use SemCor to augment WordNet because they don'’t use antatathdata.

Guo and Diab observed how independent modification and a ioatidn of modifications con-
tributes to the improvement. Using JCN for verb pairs indteal CH outperformed across all data
sets. Using SemCor expansions impacted more in casen$E/AL-2 and SEMEVAL data set.
They suspect this might be because of the high number of glgas words in case of Senseval3.
They also observed that combining Semcor expansion witlalckgd Lesk yielded best results for
SENSEVAL -2 They observed no huge difference across different Warddhsions though they saw
WordNet 3.0 yielding a slight higher results. In part-oksph results, they observed that expand-
ing Lesk had only impact on nouns while all parts-of-speeatept for nouns were benefitted from
SemCor expansion. They also observed that verbs and adverbdenefitted by a combination of

expanded Lesk and expanded SemCor.

The authors discuss that the cases of meronymy were hartdwrslystem to capture. The lack
of a method to help identify multiwords also contributed lie error. Finally the authors mention
that exploring the incorporation of multiword chunks, domnt level lexical chains and syntactic

features in the modeling of the Lesk overlap measure.
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6.6 Schwartz and Gomez, 2009

Schwartz and Gomez [40] propose a word sense disambiguaigbinod for all words using web
selector$*. In particular they start with the method suggested to disguate nouns using web
selectors [39] and generalize it to for other parts-of-shed he experiments show that the context

selectors may assist target selectors in case of nouns dsl ve

As we have discussed several times, the main difficulty ind\®@ense Disambiguation is limited
annotated training data. One approach for this is gathenioige data from the web by searching for
usages of monosemous relatives [21]. The other is by ligitie pre-chosen relatives/substitutes
by context. Similar to this approach, Schwartz and Gomez @& context in the web search but
uses a wildcard in the search rather than incorporate a lkuigstbase to construct queries with
pre-chosen relatives. The later half of the algorithm uskscavledge-base through similarity and
relatedness measures. The difference between this work@mddisambiguation work explained

in [39] is the inclusion of selectors for adverbs.

The algorithm runs in two steps, acquisition of selectord @pplication of selectors. The first step
of the acquisition is to construct a query with the targetdweplaced with a wildcard character. The
words under the same part-of-speech in WordNet are matdieh, the search query is truncated
until sufficient selectors are obtained or the query sizeimess too small. Assuming that the results
obtained from the larger queries subsume the results @atdiom smaller queries, the results from
larger queries are removed. To find similarity and relatedrod the target word with the selectors,
WordNet::Similarity packad® [32] configured with WordNet 2.1 has been used. An infornmatio
content measure proposed by Resnik [38] was used for tagdgtters of nouns and verbs and
adapted Lesk algorithm [1] was used for adjectives and &dveiThe maximum similarity and
relatedness between a wardand a selectow, is calculated using the formula based on Resnik’s
word similarity [38]

maxsr(cy, ws) = (Iznezzvx[meas(ct,cs)]
S S

wherec; is a sense of the selector and meas is a similarity or relagsdmeasure.

4gelectors are words which may take the place of another gioed within its local context.
“http://search.cpan.org/dist/WordNet-Similarity/
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The general approach of disambiguation is to find the senadarfjet word which is most similar
to all target selectors and most related to the context teekecTarget selectors are the selectors of
the word being disambiguated and context selectors areetbetsrs of other words in the sentence.
In other words, target selectors are similar and contexicsais are related. For each seleatqr

the probability of that selector appearing in a web query calculated. Then the similarity and
relatedness of each sense of the target word is found withssdector. The similarity and related-
ness value from selectors is scaled by the ratio of web qeegth to the original length because
the accuracy becomes weaker with a shorter query size. Thgebmbined Similarity/Relatedness

for a given target word sense they aggregate the normalized rom all types of selectors.

The experiments were run on the SemEval07 task7: coarggedrEnglish all-word®. The system
runs on fine-grained senses but is evaluated by checking prédicted fine-grained sense maps to
the correct coarse-grained sense. The observed F-sco6e08f, show that this system performed
better than the median system in the SemEval07 task. Thiésrase just below the top unsupervised
system UPV-WSD [5]. The part-of-speech results indicad¢ ttiey performed quite well on adverbs

and nouns and achieved noun results above MFS baseline.

Schwartz and Gomez then analyze selector acquisition. ®hsgrved that the overall percentage
for which the selectors were acquired was low because it walsle to find text on the web matching
local context. They observed that most selectors came flmrtes queries and an average web
guery to pick up a selector of 6.7 words. As one shortens tleeycgio receive more quantity the

quality goes down. They refer this as tpaality selector sparsitproblem.

They also explored the influence of selector types. It wagmesl that noun and verb sense dis-
ambiguation benefited from all types of context selectorsurNcontext selectors were helpful for
adjective and adverb disambiguation. They didn’t see aggrdrends in case of other context se-
lectors. They also found that the best results occurred saéthe values above 1, which indicates

that context selectors should be given more influence.

Finally Schwartz and Gomez conclude that in order to overctile quality selector sparsity prob-
lem, automatic Alternative Query Construction might befulsé@ hey also talk about refining simi-

larity and relatedness measures for adverbs and adjeatieeder to improve the results.

4®http://nip.cs.swarthmore.edu/semeval/tasks/indgx.ph
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7 Conclusions

The thesis starts by formalizing the algorithm of Michelit9] for all-words sense disambigua-
tion in mathematical and graph theoretic notations. The tommplexity of the algorithm is also

examined.

The thesis tries to resolve previous mixed conclusions apolysemy and the difficulty of disam-

biguation. Preiss [33] argues that polysemy is not an idesgure of difficulty. On the other hand
Daelemans [10] concludes that the fluctuations in accurddisambiguation largely depend on
the polysemy and entropy of the ambiguous words. In thisghes further present results on the
relation of polysemy to the difficulty of disambiguation. \igeind a high negative correlation be-
tween polysemy and F-score suggesting that polysemy isGmeasure of difficulty, the difficulty

of disambiguation increasing with increased polysemysTinfirms the conclusion in Daelemans
2002 [10]. Itis important to note the difference between|Biaans’s method and WN-SRAW. The
former method is supervised and the latter is unsupervidéd-SRAW doesn't make use of word

sense distribution information for disambiguation anddseim most of the cases difficulty doesn’t

depend upon the sense distribution entropy.

Not all words in a text occur with the same frequency. Workishiaveandbeoccur more frequently
than words likemetamorphosisin order to improve overall disambiguation we need in patér
to see if the most frequently occurring words are disamlegh@orrectly. This thesis provides
the disambiguation results of frequently occurring wondd presents our analysis of the difficulty
in disambiguating some of these frequently occurring wordke overall results indicate that a
significant percentage of word sense disambiguation esroaused by just a few highly frequent

word types.

This thesis also examines to what degree the errors in paegeech contribute to the overall
disambiguation error. To this end, the tagged and raw tgx¢mxents were carried out. The text
was part-of-speech-tagged using the widely used Brill¢agghe results show that using part-of-
speech taggers before WSD is helpful. It improves perfonaamterms of F-score as well as time.
The overall F-score was improved by %9Using part-of-speech-tagged text was especially useful

for adjectives and adverbs. We saw an improvement df9r8case of adjectives and 14:6for
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adverbs. For nouns the improvement was2ahd for verbs 7.%.

To summarize, the experimental results provide evidenéavior of the following hypotheses.

1. The degree of difficulty in disambiguating a word is prafmoral to the number of senses of

that word (polysemy).

2. A significant percentage of word sense disambiguatioor ésrcaused by just a few highly

frequent word types.

3. Part-of-speech tagged text is disambiguated more aetyithan raw text.

Inspired by the question raised by George Miller [22], agkiow much context is required for
WSD, we evaluate our algorithm with different context sime®rder to determine the effects of
expanding the context. To better determine sources of,emoscore the results in different ways.
The results revealed that expanding the context windowrataLpolysemous target word improves
the recall (coverage) significantly but lowers the precisisuggesting that expanding the context

may add significant noise.

WN-SRAW being unsupervised, it doesn’t use any senselligimn information. It treats all senses
of a word as equally likely. Therefore we expected that it Mgueld similar results for instances
where sensel in WordNet is not the correct sense, as for ihsts@ces in which sensel is correct.
However, our results show that if sensel in WordNet is notctireect sense, disambiguation be-
comes harder. We speculate that this might be because o$@lsbias associated with some of the
similarity and relatedness measures. The other posgilslthat these instances simply have an un-

expected sense as a correct answer, such that the contebetigaly unhelpful for disambiguation.

We also observed that given any two parts-of-speech, the palysemous will be less accurately
disambiguated, except for the case of noun and adverb. Veealgpe that this might be because the

WordNet structure for adverbs is not very rich.

The experiments witleontext-threshold and pair-threshold show that no significant improve-
ment with a particular threshold value can be achieved. e¢fighreshold values result in lower

recall which results in overall lower F-score.
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For our experimental results, overédlsk; andvector s performed best. The vector measure per-
formed especially well for verbs and and the lesk measufeqpeed best for adjectives and adverbs.

The information content measure jcn performed best for soun

To summarize briefly, this research presents an extendiwé eeperimental results on issues central

to the future direction of WSD, together with our relatedatations.
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8 Future Work

The underlying hypothesis of the method used in this thedisat surrounding words tell us about
the intended meaning of a word. Thus for an accurate disaratian, selecting the appropriate
context is crucial. That said, choosing the appropriataesdrthat gives the best clues for disam-
biguation is a hard task. WN-SRAW allows for the selectioa bflanced context around the target
word. But that doesn't always lead to a successful disanabig.. Varying the context window

according to the situation may lead to more accurate diggumktion and is certainly an issue to be

further examined.

For example, in the first sentence shown below, the contesdsginner andravioli give important
clues for disambiguation, and are also very close to thetavgrdsquash In this case a window
size 5 would lead to correct disambiguationsgluash On the other hand, in the second sentence
the relevant context wordsayer andbasketballare far from the target word. To have the relevant
words in the context a very big window size has to be used. Alminsize of 21 would have the

relevant words in the context, however, it may also add Samt noise.

| ate squashravioli for dinnerin the restaurant by the lake.
Thebasketball playerwho had been feeling very sick before, shotliad into the net

for the victory.

Avoiding context words that might add noise and includingragothat are relevant to the target
would help in improving disambiguation accuracy. Thereftiexible context selection according
to the situation may allow us to take full advantage of sinijfeand relatedness measures and thus

would help in disambiguation.

It would also be interesting to experiment with left and tigbntext in order to know which of them
has greater influence on disambiguation. It is possiblettgaimportance of context depends upon
the part-of-speech of the target. As shown in the examplewpdbr adjectives the right context

would give more clues for disambiguation.

The blue dress was pretty.
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In general it would be useful to know which context is usetulwhich part-of-speech. This would
in turn help in selecting context according to the partyodech for better disambiguation. To know
which context influences the disambiguation results woldd guide us in choosing the context in

case of unbalanced windows.

The WN-SRAW algorithm throws out syntax and relies compyeten semantics for disambigua-
tion. The input of WN-SRAW contains only content words anestot contain function words.

Completely throwing away the syntax sometimes makes thHalgmmoeven harder.

For example, in the sentence below,nfis thrown away as a function worigterestwould be

assigned théanking interessense.

Original: I have an interest in investment banking.

WN-SRAW input: have interest investment bank

Incorporating the notion of syntax in WN-SRAW would defityt@elp to improve disambiguation.

There is room to make the algorithm more efficient. This caddre in various ways. In a coherent
text, it is likely that the same word pairs appear a numbemaoés. Instead of scoring it every time
it occurs, it would be helpful to cache the pairs along witkitlsimilarity scores. For example, in
a short excerpt below, the pairry#n andsay#n occurs 3 times and caching the scores of this pair

could make the algorithm more efficient.

jury #n far#r saytv term#n endfn presentmewin grouptn havetv overallta
chargéfn electiosn deservétv praiséfn thank#n locatior¥n mannettn election
conductv septembeéfn octobe#tn term#n jury #n chargetv locatiorn person
investigatév reporttn possibléa irregularitgfn hard-foughta primaryn win#v
persorEn only#r relativeta handfulin repor#n receivétv jury #n say#v considettv
widespreatia interestn electioftn numbe#n vote#tn sizéfn city#n jury #n say#v

find#v georgiatn registratio#n electiosn law#n betv outmodeda inadequatéa

ofter#r ambiguouga

Figure 35: An excerpt from SemCor reformatted text.

Disambiguation using WN-SRAW can easily be done in parali#hce WN-SRAW doesn'’t cross

sentence boundaries and disambiguates text based onadtstmtext, the input data can be par-
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titioned on sentence level where each processor would gshdre of sentences. The results of
disambiguation can be combined easily because there ispendence between sentences. This

will help for lesk and vector measures especially when usiédbigger window sizes.

The graph formulation of the algorithm may also allow us te ssme of the classic graph theoretic

algorithms which could help improve efficiency.

In general polysemy means more noise but at the same timeréases the possibility of finding
some relatedness with the surrounding context. Monosetingtances are hard for similarity and
relatedness measures, in that they are the worst case fmgfirelatedness because there is only one
sense with which to find relatedness. It's relatively likiigrefore that the method won't be able to
find any relatedness with the surrounding context, regultiniow recall. To probe the performance
of the measures, and as a matter of scientific curiosity, tlevbe interesting to see how well the

measures perform only on monosemous instances.

Our results show that if sensel in WordNet is not the correstvar, disambiguation becomes
harder. Our intuition here is that this might be because @rsesl bias associated with some of
the similarity and relatedness measures. It is believethéut any experimental evidence) that first
gloss in WordNet tends to be longer, increasing the proivalof finding more overlaps in case of

lesk. It can be easily verified by counting the number of catmeords in each gloss.

From the experimental results, it is known that some measwk better for certain parts-of-
speech than for others. In particular, for verbs vegtgave the best results and for adverbs and
adjectives lesk /15 performed better than other measures by a large margin. Aadehat com-
bines the best performing measures based on part-of-spegghe a natural direction in which to

improve the overall performance.

We mainly focussed on lesk in the analysis of experimensulte. Considering the best perfor-
mance of vector measure, especially for verbs, it would leduliso experiment more with vector
measure. The advantage of the vector measure over lesktigeittar goes beyond exact string

matching and makes real use of context, without relying omdNet structure to find relatedness.

We carried some experiments to see how much error partesdfesptagging contribute to the overall

error. For that we used the freely available Brill Taggerwdtuld be interesting to see the effect
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of using other part-of-speech taggers. We use simple lerpatiain techniques, as provided by
WordNet. Using sophisticated lemmatization techniqueghinalso help improve overall results.

Finally it would be interesting to see the results using #sources such as extended WordNet [25].
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A Appendix

A.1 Penn Treebank tags to WordNet tags mapping

JJ —‘d

JJR — ‘a

JJS — ‘d

CD —‘d

RB — '

RBR — ‘1!

RBS — ‘1’

RP — ‘'

WRB — CLOSED
CC — CLOSED
IN — o/

DT — CLOSED
PDT — CLOSED
CC — CLOSED
PRP$ — CLOSED
PRP — CLOSED
WDT — CLOSED
'WP$ — CLOSED
NN — ‘n/

NNS — ‘n/

NNP — “n/
NNPS — ‘n’

PRP — CLOSED
WP — CLOSED
EX — CLOSED
VBP — '

VB —

VBD —

VBG — '

VBN — '
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VBZ —
VBP — /'

MD — v

TO — CLOSED
POS — ‘undef’
UH — CLOSED
. — ‘undef’

:— ‘undef’

,— ‘undef’

_— ‘undef’

$ — ‘undef’

(— ‘undef’

) — ‘undef’

7 — ‘undef’
FW — NOINFO
SY M — ‘undef’
LS — ‘undef’

A.2 lesk and vector stoplist

a
aboard
about
above
across
after
against
all
along
alongside
although
amid

amidst
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among
amongst
an

and
another
anti

any
anybody
anyone
anything
around
as
astride
at

aught
bar
barring
be
because
before
behind
below
beneath
beside
besides
between
beyond
both

but

by

circa
concerning
considering

despite
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down
during
each
either
enough
everybody
everyone
except
excepting
excluding
few
fewer
following
for

form

from
having

he

her

hers
herself
him
himself
his
hisself

[

idem

including
inside
into

is
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it

its

itself

like
many
me

mine
minus
more
most
myself
naught
near
neither
nobody
none
nor
nothing
notwithstanding
of

off

on
oneself
onto
opposite
or

other
otherwise
our
ourself
ourselves
outside
over

own
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past
pending
per

plus
regarding
round
save

self
several
she

since

o]

some
somebody
someone
something
somewhat
such
suchlike
sundry
than

that

the

thee
theirs
them
themselves
there

they

thine

this

thou
though
through
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throughout
thyself

till

to

tother
toward
towards
twain

under
underneath
unless
unlike

until

up

upon

us

various
versus

via
vis-a-vis
we

what
whatall
whatever
whatsoever
when
whereas
wherewith
wherewithal
which
whichever
whichsoever
while

who
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whoever
whom
whomever
whomso
whomsoever
whose
whosoever
with

within
without
worth

ye

yet

yon
yonder
you

you-all
yours
yourself

yourselves

A.3 Result Tables

A.3.1 SemCor Tables
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measure]| P R F | Att(%) | Time
path 472 .168 | .248 | 35.68 | 02:47:51
Ich 472 | .168| .248 | 35.68 | 03:34.01
wup 4271 153 | .225| 35.68 | 03:15:04
res 3951 .122| .187| 3.98 | 02:51:50

lin 497 | 147 | 227 | 29.56 | 03:02:08
jcn .586 | .207 | .306 | 35.39 | 03:11:21
lesk 498 | 478 | .488 | 95.90 | 08:33:20

vector | .467 | .465| .466 | 99.58 | 12:20:44

random || .237 | .237 | .237 | 100.00| 00:01:11

sensel| .707| .707 | .707 | 100.00| 00:01:50

Table 23: SemCor results with wntagged format, window=3itextScore=0.0, pairScore=0.0, —
score poly with measure config for lesk and vector, no forsepb tokens = 145,773. ‘Att’ is

‘Attempted’.

measure| P R F | Att(%) | Time
path .207| .070| .105| 34.05 | 02:35:22
Ich .207| .071| .105| 34.05 | 03:47:50
wup .209| .071| .106 | 34.05 | 03:24:05
res .194| .056 | .086 | 28.68 | 02:37:41

lin 231 | .063 | .099| 27.37 | 02:58:05
jcn .201| .068 | .102 | 33.80 | 03:15:28
lesk 220 .212| .216| 96.67 | 07:37:00

vector | .220| .219| .220| 99.54 | 10:54:00

random || .172| .172| .172| 100.00| 00:00:59

sensel | .000| .000 | .000| 100.00| 00:01:33

Table 24: SemCor results with wntagged format, window=3itextScore=0.0, pairScore=0.0, —

slnc with measure config for lesk and vector, no forcegdskens = 43,730. ‘Att’ is ‘Attempted’.
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measure| P R F | Att(%) | Time
path .679| .325| .440| 47.92 | 03:27:26
Ich .679| .325| .440| 47.92 | 04:47:52
wup .653| .313| .423| 47.92 | 04:20:08
res .658| .290 | .403 | 44.13 | 03:26:18

lin .721| .309 | .433| 42.93 | 03:56:37
jcn 748 | .357 | .483 | 47.64 | 04:07:32
lesk .600| .579 | .589 | 96.58 | 07:49:28

vector | .571| .569| .570| 99.65 | 11:22:33

random || .387 | .387 | .387 | 100.00| 00:00:56

sensel| .764| .764 | .764 | 100.00| 00:01:30

Table 25: SemCor results with wntagged format, window=3itextScore=0.0, pairScore=0.0, —
usemono with measure config for lesk and vector, no forcefgaeskens = 185,273. ‘Att’ is ‘At-

tempted'.

measure]| P R F | Att(%) | Time
path .693| .693 | .693 | 100.00| 00:56:36
Ich .693| .693 | .693 | 100.00| 01:36:23
wup .680| .680 | .680 | 100.00| 01:23:32
res .682| .682 | .682 | 100.00| 00:57:38

lin .710| .710| .710| 100.00| 01:12:36
jcn 726 | .726 | .726 | 100.00| 01:20:06
lesk .606 | .606 | .606 | 100.00| 08:42:49

vector || .572| .572| .572| 100.00| 12:20:07

random || .387 | .387 | .387 | 100.00| 00:01:02

sensel | .764| .764 | .764 | 100.00| 00:01:33

Table 26: SemCor results with wntagged format, window=3itextScore=0.0, pairScore=0.0, —
backoff with measure config for lesk and vector, no forcepthdokens = 185,273. ‘Att’ is ‘At-

tempted’.
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measure]| P R F | Att(%) | Time
path 428 .193 | .266 | 45.15 | 01:43:27
Ich 429 | .194| .267 | 45.15 | 02:24:07
wup 388 | .175| .241| 45.15 | 02:36:56
res .360 | .142 | .203 | 39.34 | 01:44:27

lin 452 | 169 | .246| 37.36 | 01:56:23
jcn 537 | .240| .331| 44.59 | 02:01:28
lesk 498 | .487 | .492| 97.69 | 09:44:47

vector | .473| .471| .472| 99.58 | 12:46:22

random || .236 | .236 | .236 | 100.00| 00:00:59

sensel| .704| .704 | .704 | 100.00| 00:01:31

Table 27: SemCor results with wntagged format, window=stextScore=0.0, pairScore=0.0, —
score poly with measure config for lesk and vector, no forsepb tokens = 145,773. ‘Att’ is

‘Attempted’.

measure| P R F | Att(%) | Time
path .206| .092 | .127 | 44.37 | 01:50:16
Ich 206 | .092 | .127 | 44.37 | 03:50:02
wup .208| .092 | .128 | 44.37 | 04:03:02
res 192 .072| .105| 37.59 | 01:52:47

lin 237 | .085| .125| 35.88 | 02:49:28
jcn .220| .097 | .134| 44.01 | 02:58:52
lesk 220 .215| .217 | 98.08 | 11:12:52

vector | .221| .220| .221| 99.55 | 11:47:51

random || .175| .175| .175| 100.00| 00:01:00

sensel | .000| .000 | .000| 100.00| 00:01:33

Table 28: SemCor results with wntagged format, window=stextScore=0.0, pairScore=0.0, —

slnc with measure config for lesk and vector, no forcegdskens = 43,730. ‘Att’ is ‘Attempted’.
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measure| P R F | Att(%) | Time

path .629| .351| .451| 55.90 | 01:38:15
Ich .629| .352| .451| 55.90 | 02:18:48
wup .603| .337 | .432| 55.90 | 02:32:42
res .607 | .310| .410| 51.003| 01:39:39
lin .670| .331| .443| 49.43 | 01:50:58
jen .701| .389 | .500| 55.44 | 01:58:10
lesk 599 | .587 | .593 | 98.05 | 09:29:51
vector || .576| .574| .575| 99.65 | 10:36:50
random || .389 | .389 | .389 | 100.00| 00:01:01
sensel | .764| .764 | .764 | 100.00| 00:01:32

Table 29: SemCor results with wntagged format, window=textScore=0.0, pairScore=0.0,
usemono with measure config for lesk and vector, no forcefgaeskens = 185,273. ‘Att’ is ‘At-

tempted'.

measure]| P R F | Att(%) | Time
path .662 | .662 | .662 | 100.00| 05:50:49
Ich .662 | .662 | .662 | 100.00| 07:29:24
wup .647 | .647 | .647| 100.00| 07:26:47
res .652 | .652 | .652 | 100.00| 05:59:51
lin .686 | .686 | .686 | 100.00| 05:57:53
jen .703 | .703 | .703 | 100.00| 06:53:59
lesk .602 | .602 | .602 | 100.00| 12:29:00
vector | .576| .576| .576| 100.00| 13:31:42
random || .386 | .386 | .386 | 100.00| 00:00:57
sensel || .764| .764 | .764 | 100.00| 00:01:30

Table 30: SemCor results with wntagged format, window=textScore=0.0, pairScore=0.0,
backoff with measure config for lesk and vector, no forcepthdokens = 185,273. ‘Att’ is ‘At-

tempted’.
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measure]| P R F | Att(%) | Time
path 428 .225| .295| 52.69 | 01:58:58
Ich 429 | .226 | .296 | 52.69 | 03:21:59
wup .388| .205| .268 | 52.69 | 03:00:30
res 353 .162 | .223 | 46.01 | 02:01:45

lin 448 | .197 | .273 | 43.91 | 02:35:51
jcn .536 | .280| .367 | 52.13 | 02:40:01
lesk 502 | .494 | .498 | 98.48 | 09:45:05

vector | .479| .477| .478| 99.59 | 15:08:09

random || .236 | .236 | .236 | 100.00| 00:01:00

sensel| .707 | .707 | .707 | 100.00| 00:01:32

Table 31: SemCor results with wntagged format, window=%itextScore=0.0, pairScore=0.0, —
score poly with measure config for lesk and vector, no forsepb tokens = 145,773. ‘Att’ is

‘Attempted’.

measure| P R F | Att(%) | Time
path .205| .107 | .140| 52.19 | 03:26:22
Ich .205| .107 | .141| 52.19 | 04:58:35
wup .205| .107 | .140| 52.19 | 04:29:45
res .189| .084 | .116| 44.30 | 03:27:56

lin 2331 .099 | .139| 42.41 | 04:10:57
jcn 212 | .110| .145| 51.80 | 04:10:10
lesk 220 .217| .218 | 98.98 | 11:26:06

vector | .221| .220| .221| 99.56 | 14:42:47

random || .174 | .174 | .174 | 100.00| 00:01:06

sensel | .000| .000 | .000| 100.00| 00:01:38

Table 32: SemCor results with wntagged format, window=%itextScore=0.0, pairScore=0.0, —

slnc with measure config for lesk and vector, no forcegdskens = 43,730. ‘Att’ is ‘Attempted’.
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measure| P R F | Att(%) | Time
path .609 | .377| .466 | 61.94 | 01:59:41
Ich .610| .378 | .466 | 61.94 | 03:22:43
wup .582| .361| .445| 61.94 | 02:56:56
res 579 .326 | .417 | 56.35 | 02:00:59

lin .647 | .354 | .457 | 54.64 | 02:34:18
jcn .685| .421| .522 | 61.50 | 02:34:46
lesk 599 | .592 | .595| 98.95 | 10:06:28

vector | .581| .579| .580| 99.66 | 13:00:18

random || .387 | .387 | .387 | 100.00| 00:00:56

sensel| .764 | .764 | .764 | 100.00| 00:01:29

Table 33: SemCor results with wntagged format, window=5textScore=0.0, pairScore=0.0, —
usemono with measure config for lesk and vector, no forcefgaeskens = 185,273. ‘Att’ is ‘At-

tempted'.

measure]| P R F | Att(%) | Time
path .645| .645| .645| 100.00| 01:59:30
Ich .645| .645| .645| 100.00| 03:19:17
wup .628| .628 | .628 | 100.00| 02:55:34
res .631| .631| .631| 100.00| 02:01:44

lin .671| .671| .671| 100.00| 02:33:05
jcn .692 | .692| .692 | 100.00| 02:33:36
lesk .600 | .600 | .600 | 100.00| 10:06:07

vector || .581| .581| .581 | 100.00| 13:32:29

random || .387 | .387 | .387 | 100.00| 00:00:57

sensel | .764| .764 | .764 | 100.00| 00:01:29

Table 34: SemCor results with wntagged format, window=5textScore=0.0, pairScore=0.0, —
backoff with measure config for lesk and vector, no forcepthdokens = 185,273. ‘Att’ is ‘At-

tempted’.
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measure]| P R F | Att(%) | Time
path 420 .241| .306 | 57.38 | 06:42:37
Ich 420 .241| .306 | 57.38 | 08:35:51
wup 381 .219| .278| 57.38 | 08:15:27
res 341 172 | .228 | 5.33 | 06:57:42

lin 439 | .212| .286| 48.20 | 07:18:20
jcn 529 .301| .383| 56.92 | 07:38:43
lesk 501 | .495| .498 | 98.82 | 12:49:41

vector | .482| .480| .481| 99.59 | 16:30:26

random || .236 | .236 | .236 | 100.00| 00:01:12

sensel| .707| .707 | .707 | 100.00| 00:01:46

Table 35: SemCor results with wntagged format, window=@itextScore=0.0, pairScore=0.0, —
score poly with measure config for lesk and vector, no forsepb tokens = 145,773. ‘Att’ is

‘Attempted’.

measure| P R F | Att(%) | Time
path .203| .118 | .149| 57.86 | 02:52:44
Ich .203| .117 | .149| 57.86 | 04:20:06
wup .202| .117 | .148| 57.86 | 04:15:22
res 1871 .092 | .124 | 49.42 | 02:54:58

lin 231 .110 | .149| 47.49 | 03:28:46
jcn 213 | 122 | .155| 57.57 | 03:32:27
lesk 218 | .216 | .217 | 99.14 | 13:36:46

vector | .220| .219| .219| 99.56 | 14:59:18

random || .174 | .174 | .174 | 100.00| 00:01:05

sensel | .000| .000 | .000| 100.00| 00:01:37

Table 36: SemCor results with wntagged format, window=aitextScore=0.0, pairScore=0.0, —

slnc with measure config for lesk and vector, no forcegdskens = 43,730. ‘Att’ is ‘Attempted’.
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measure| P R F | Att(%) | Time
path .592| .390| .470| 65.74 | 06:37:08
Ich .593| .390 | .470| 65.74 | 08:32:58
wup .566 | .372| .449| 65.74 | 08:09:10
res 557 .333| .417| 59.81 | 06:46:38

lin .629| .365| .462 | 58.08 | 07:14:50
jcn .670| .438| .530| 65.37 | 07:39:39
lesk 598 | .593| .595| 99.17 | 14:55:28

vector | .583| .581| .582| 99.66 | 16:49:48

random || .388 | .388 | .388 | 100.00| 00:01:04

sensel| .764| .764 | .764 | 100.00| 00:01:38

Table 37: SemCor results with wntagged format, window=aitextScore=0.0, pairScore=0.0, —
usemono with measure config for lesk and vector, no forcefgaeskens = 185,273. ‘Att’ is ‘At-

tempted'.

measure]| P R F | Att(%) | Time
path .633| .633 | .633 | 100.00| 07:50:31
Ich .633| .633| .633 | 100.00| 09:59:32
wup .615| .615| .615| 100.00| 09:20:20
res .616| .616 | .616 | 100.00| 08:00:33

lin .661 | .661 | .661 | 100.00| 08:32:45
jcn .684 | .684 | .684 | 100.00| 08:55:21
lesk 5991 .599 | .599 | 100.00| 15:37:23

vector || .583| .583| .583 | 100.00| 17:22:29

random || .388 | .388 | .388 | 100.00| 00:00:56

sensel | .764| .764 | .764 | 100.00| 00:01:30

Table 38: SemCor results with wntagged format, window=@itextScore=0.0, pairScore=0.0, —
backoff with measure config for lesk and vector, no forcepthdokens = 185,273. ‘Att’ is ‘At-

tempted’.
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measure]| P R F | Att(%) | Time
path 419| .258 | .319| 61.54 | 06:18:01
Ich 420 .259| .320| 61.54 | 08:34:33
wup 381 .234 | .290| 61.54 | 07:46:31
res 334 | .181| .235| 54.16 | 06:19:09

lin 436 | .227| .298 | 52.02 | 07:15:51
jcn 528 | .323 | .401| 61.12 | 07:25:06
lesk 501 | .496 | .499| 99.08 | 13:25:58

vector | .486| .484| .485| 99.59 | 20:13:56

random || .236 | .236 | .236 | 100.00| 00:01:13

sensel| .707| .707 | .707 | 100.00| 00:01:43

Table 39: SemCor results with wntagged format, window=nhtextScore=0.0, pairScore=0.0, —
score poly with measure config for lesk and vector, no forsepb tokens = 145,773. ‘Att’ is

‘Attempted’.

measure| P R F | Att(%) | Time
path .203| .127 | .156 | 62.49 | 02:54:06
Ich .202| .126 | .155| 62.49 | 05:07:20
wup .201| .125| .154 | 62.49 | 04:23:08
res .186| .100 | .130| 53.54 | 02:55:15

lin .229| .118| .156| 51.57 | 03:47:56
jcn .213| .132| .163| 62.17 | 03:48:47
lesk 218 .217 | .217| 99.27 | 14:16:12

vector | .219| .219| .219| 99.56 | 18:16:50

random || .175| .175| .175| 100.00| 00:01:00

sensel | .000| .000 | .000| 100.00| 00:01:32

Table 40: SemCor results with wntagged format, window=nhtextScore=0.0, pairScore=0.0, —

slnc with measure config for lesk and vector, no forcegdskens = 43,730. ‘Att’ is ‘Attempted’.
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measure| P R F | Att(%) | Time
path .584| .403 | .477| 69.12 | 03:02:45
Ich .584| .404 | .478| 69.12 | 04:57:20
wup .557| .385| .455| 69.12 | 04:24:47
res 542 | .341| .418 | 62.89 | 03:05:22

lin .617| .378| .469| 61.15 | 03:53:35
jcn .663| .456 | .540| 68.78 | 03:51:52
lesk 597 | 593 | .595| 99.33 | 14:23:47

vector | .586| .584 | .585| 99.66 | 20:36:28

random || .387 | .387 | .387 | 100.00| 00:00:57

sensel| .764 | .764 | .764 | 100.00| 00:01:29

Table 41: SemCor results with wntagged format, window=nhtextScore=0.0, pairScore=0.0, —
usemono with measure config for lesk and vector, no forcefgaeskens = 185,273. ‘Att’ is ‘At-

tempted'.

measure]| P R F | Att(%) | Time
path .624| .624 | .624 | 100.00| 08:20:08
Ich .625| .625| .625| 100.00| 10:31:27
wup .605| .605 | .605 | 100.00| 09:36:49
res .603| .603 | .603 | 100.00| 08:29:14

lin .652 | .652 | .652 | 100.00| 08:55:22
jcn .679| .679| .679 | 100.00| 09:20:05
lesk .598 | .598 | .598 | 100.00| 16:14:43

vector || .586| .586| .586 | 100.00| 20:07:15

random || .387 | .387 | .387 | 100.00| 00:01:06

sensel | .764| .764 | .764 | 100.00| 00:01:37

Table 42: SemCor results with wntagged format, window=nhtextScore=0.0, pairScore=0.0, —
backoff with measure config for lesk and vector, no forcepthdokens = 185,273. ‘Att’ is ‘At-

tempted’.
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measure]| P R F | Att(%) | Time
path 405| .285| .335| 7.32 | 13:41:.09
Ich 408 | .287| .337| 7.32 | 18:35:59
wup .374| .263| .309| 7.32 | 16:48:03
res 302 | .192 | .235| 63.57 | 13:58:16

lin 423| .261| .323| 61.77 | 15:55:35
jcn 516| .362 | .426| 7.12 | 16:24:24
lesk 498 | .495| .496 | 99.33 | 27:31:56

vector | .495| .493| .494| 99.59 | 70:09:24

random || .236 | .236 | .236 | 100.00| 00:01:12

sensel| .707 | .707 | .707 | 100.00| 00:01:52

Table 43: SemCor results with wntagged format, window=ItextScore=0.0, pairScore=0.0,
—score poly with measure config for lesk and vector, no faysegt tokens = 145,773. ‘Att’ is

‘Attempted’.

measure| P R F | Att(%) | Time
path 201 .147| .170| 73.41 | 07:55:14
Ich 198 | .146 | .168 | 73.41 | 11:57:42
wup 198 | .145| .168 | 73.41 | 10:23:42
res .183| .119| .144 | 65.01 | 07:59:34

lin 227 | 143 | .176 | 63.17 | 09:36:08
jcn .210| .154 | .178 | 73.23 | 09:43:03
lesk 216 | .214 | .215| 99.39 | 30:33:21

vector | .217| .216| .217| 99.56 | 67:57:55

random || .177 | .177 | .177 | 100.00| 00:01:03

sensel | .000| .000 | .000| 100.00| 00:01:36

Table 44: SemCor results with wntagged format, window=I@textScore=0.0, pairScore=0.0,

—s1nc with measure config for lesk and vector, no forcegdsekens = 43,730. ‘Att’ is ‘Attempted’.
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measure| P R F | Att(%) | Time
path .558| .425| .482| 76.20 | 13:55:10
Ich 559 | .426 | .484 | 76.20 | 18:20:41
wup .535| .408 | .463| 76.20 | 16:37:35
res 4971 .350| .411| 7.49 | 14:00:15

lin .587| .405| .480| 69.00 | 15:49:18
jcn .640| .487 | .553| 76.04 | 16:22:36
lesk 595 | 592 | .594 | 99.49 | 31:27:55

vector | .593| .591| .592| 99.66 | 68:36:04

random || .389 | .389 | .389 | 100.00| 00:01:14

sensel| .764 | .764 | .764 | 100.00| 00:01:49

Table 45: SemCor results with wntagged format, window=XtextScore=0.0, pairScore=0.0,
—usemono with measure config for lesk and vector, no forcegotokens = 185,273. ‘Att’ is

‘Attempted’.

measure]| P R F | Att(%) | Time
path .601| .601| .601 | 100.00| 10:15:40
Ich .602| .602 | .602 | 100.00| 14:28:01
wup .583 | .583 | .583| 100.00| 12:47:43
res .563 | .563 | .563 | 100.00| 10:19:37

lin .628 | .628 | .628 | 100.00| 11:56:38
jcn .664 | .664 | .664 | 100.00| 12:08:43
lesk .596 | .596 | .596 | 100.00| 31:32:26

vector || .594 | .594 | .594 | 100.00| 71:40:55

random || .388 | .388 | .388 | 100.00| 00:01:02

sensel | .764| .764 | .764 | 100.00| 00:01:35

Table 46: SemCor results with wntagged format, window=XtextScore=0.0, pairScore=0.0,
—backoff with measure config for lesk and vector, no forcepbsokens = 185,273. ‘Att’ is ‘At-

tempted’.
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Nouns Verbs Adjectives Adverbs
mea P R F P R F P R F P R F

path | .486| .284| .359| .420| .109| .173| .000 | .000 | .000 | .000 | .000 | .000
Ich 486 | .284 | .359 | .420| .109| .174| .000 | .000 | .000 | .000 | .000 | .000
wup 446 | .261| .329 | .361 | .094 | .149| .000 | .000 | .000 | .000 | .000 | .000
res | .431| .239| .307| .179| .027| .047| .000 | .000 | .000 | .000 | .000 | .000
lin .538| .287| .375| .231| .032| .055| .000 | .000 | .000 | .000 | .000 | .000
jcn .629 | .364| .461| .432| .112| .178| .000 | .000 | .000 | .000 | .000 | .000
lesk 540 | .523| .531| .396 | .379 | .387 | .572| .547 | .559 | .487 | .442 | .464
vector | .510| .509 | .509 | .379 | .376 | .377| .526 | .525| .525| .425| 424 | 424
random| .262 | .262 | .262 | .155| .155| .155| .274 | .274| .274| .318| .318| .318

sensel| .749 | .749| .749 | .593| .593| 593 | .778| .778| .778| .743| .743| .743

Table 47: SemCor results with wntagged format, window=3itextScore=0.0, pairScore=0.0, —

score poly with measure config for lesk and vector and no pmse

Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .243| .142| .179| .126| .032| .051| .000 | .000 | .000 | .000 | .000 | .000
Ich 243 | .142| .179| .127| .032| .051 | .000 | .000 | .000 | .000 | .000 | .000
wup 242 | .142| .179| .133| .034 | .054 | .000 | .000 | .000 | .000 | .000 | .000
res .214| .119| .153| .121| .019| .032 | .000 | .000 | .000 | .000 | .000 | .000
lin .254 | .136| .177 | .145| .020 | .036 | .000 | .000 | .000 | .000 | .000 | .000
jcn .229| .133| .168| .140| .035| .056 | .000 | .000 | .000 | .000 | .000 | .000
lesk | .258| .252| .255| .150 | .145| .148 | .307 | .296 | .301 | .275| .252| .263
vector | .264 | .263| .264 | .147 | .146| .147 | .298| .298 | .298 | .279| .277 | .278
random | .195| .195| .195| .125| .125| .125| .222| .222 | .222| .252| .252| .252
sensel| .000 | .000 | .000 | .000 | .000 | .000| .000 | .000 | .000| .000 | .000 | .000

Table 48: SemCor results with wntagged format, window=3itextScore=0.0, pairScore=0.0, —

slnc with measure config for lesk and vector and no forcepos.
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Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .622| .411| .495| .518| .155| .238| 1.00| .307 | .470| 1.00 | .393| .564
Ich .622 | .410| .494 | 519 | .155| .238 | 1.00| .307 | .470| 1.00 | .393| .564
wup 594 | .392 | 472 | 471 | .140| .216| 1.00| .307 | .470| 1.00 | .393| .564
res 594 | 378 | .462| .402| .079| .131| 1.00| .307 | .470| 1.00| .393 | .564
lin .674| .416| .515| .455| .082 | .139| 1.00| .307 | .470| 1.00 | .393| .564
jen 727 | 476 | .575| .528| .157 | .242| 1.00| .307| .470| 1.00 | .393| .564
lesk .630 | .614 | .622 | .431| .412| .421| .708 | .686 | .697 | .702 | .662 | .682
vector | .604| .602| .603| .411| .408| .410| .671| .671| .671| .652 | .651 | .652
random | .400 | .400| .400 | .204 | .204 | .204 | .500 | .500 | .500| .590| .590 | .590
sensel| .798 | .798 | .798 | .616 | .616 | .616 | .846 | .846 | .846 | .843 | .843| .843

Table 49: SemCor results with wntagged format, window=3itextScore=0.0, pairScore=0.0, —

usemono with measure config for lesk and vector and no foscepo

Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .672| .672| .672| .570| .570| .570| .846 | .846 | .846 | .843 | .843| .843
Ich .672| .672| .672| .570| .570| .570| .846| .846 | .846 | .843| .843| .843
wup .653 | .653| .653 | .555| .555| .555 | .846 | .846 | .846 | .843| .843 | .843
res .655 | .655| .655| .558 | .558 | .558 | .846 | .846 | .846 | .843| .843| .843
lin .708 | .708| .708 | .572| .572 | .572| .846| .846 | .846 | .843| .843| .843
jcn 741 | 741| .741| 573 | .573 | .573 | .846| .846 | .846 | .843| .843 | .843
lesk | .635| .635| .635| .442 | .442| 442 | .712| .712| .712| .706 | .706 | .706
vector | .604 | .604 | .604 | .413 | .413| .413| .672| .672| .672| .652| .652 | .652
random | .402 | .402 | .402 | .204 | .204 | .204 | .501| .501 | .501 | .591| .591 | .591
sensel| .798| .798 | .798 | .616 | .616 | .616 | .846 | .846 | .846 | .843 | .843| .843

Table 50: SemCor results with wntagged format, window=3itextScore=0.0, pairScore=0.0, —

backoff with measure config for lesk and vector and no forsepo
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Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .441| .313| .366 | .388 | .147 | .213| .000 | .000 | .000 | .000 | .000 | .000
Ich 442 | .314 | .367 | .388 | .147 | .213| .000| .000 | .000| .000 | .000| .000
wup 406 | .288 | .337 | .331| .126 | .182 | .000| .000 | .000| .000 | .000| .000
res 401 | .272| .324| .164 | .038 | .062 | .000| .000 | .000 | .000| .000 | .000
lin 500 | .326 | .394 | .208 | .043 | .072| .000| .000 | .000| .000 | .000| .000
jcn .583| .408| .480| .398| .150 | .218 | .000| .000 | .000 | .000 | .000 | .000
lesk 541 | 532 | .536 | .393 | .382 | .388 | .574 | .561 | .567 | .483 | .455| .469
vector | .518| .516| .517| .384| .381| .383 | .529 | .528 | .529 | .425| .424 | .424
random | .262 | .262 | .262 | .152 | .152 | .152 | .274| .274 | .274| .322| .322| .322
sensel | .746 | .746 | .746 | .590 | .590 | .590 | .774 | .774 | .774 | .742 | .742| .742

Table 51: SemCor results with wntagged format, window=stextScore=0.0, pairScore=0.0, —

score poly with measure config for lesk and vector and no pmse

Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .249| .178| .207 | .129| .048 | .070| .000 | .000 | .000 | .000 | .000 | .000
Ich .248 | .177| .207 | .129| .048 | .070 | .000 | .000 | .000 | .000 | .000 | .000
wup .245| .175| .204 | .140| .052 | .076 | .000 | .000 | .000 | .000 | .000 | .000
res .218 | .150| .178 | .120| .029 | .046 | .000 | .000 | .000 | .000 | .000 | .000
lin .267 | .178| .213| .149| .032| .053 | .000 | .000 | .000 | .000 | .000 | .000
jcn .249| .176| .206 | .167 | .062 | .091 | .000 | .000 | .000 | .000 | .000 | .000
lesk | .258 | .256 | .257 | .149 | .145| .147| .308 | .303| .305| .278| .262| .270
vector | .267 | .266 | .266 | .146 | .145| .145| .302| .301 | .302 | .280| .278| .279
random | .193 | .193| .193 | .127 | .127| .127 | .235| .235| .235| .267 | .267 | .267
sensel| .000 | .000 | .000 | .000 | .000 | .000| .000 | .000 | .000| .000 | .000 | .000

Table 52: SemCor results with wntagged format, window=stextScore=0.0, pairScore=0.0, —

slnc with measure config for lesk and vector and no forcepos.
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Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .580| .444 | .503| .469| .194| .275| 1.00| .307 | .470| 1.00 | .393| .564
Ich 581 | .445| 504 | .469 | .194 | .275| 1.00| .307 | .470| 1.00 | .393| .564
wup 554 | .425| 481 | .420| .174 | .246| 1.00| .307 | .470| 1.00 | .393| .564
res 557 | .413| .474| .331| .089 | .141| 1.00| .307| .470| 1.00 | .393 | .564
lin .634 | .456| .531| .380 | .094 | .151| 1.00| .307 | .470| 1.00 | .393| .564
jcn .690 | .523| .595| .478| .197| .279| 1.00| .307 | .470| 1.00| .393 | .564
lesk .630 | .622 | .626 | .429 | .417 | .423| .708 | .697 | .703| .696 | .670| .683
vector | .610| .608 | .609| .417| .413| .415| .674| .673| .673 | .652 | .651 | .652
random | .403 | .403| .403 | .206 | .206 | .206 | .502 | .502 | .502 | .591| .591 | .591
sensel| .798 | .798 | .798 | .616 | .616 | .616 | .846 | .846 | .846 | .843 | .843| .843

Table 53: SemCor results with wntagged format, window=stextScore=0.0, pairScore=0.0, —

usemono with measure config for lesk and vector and no foscepo

Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .621| .621| .621| .540 | .540| .540| .846 | .846 | .846 | .843 | .843| .843
Ich .622 | .622| .622 | .540| .540 | .540 | .846 | .846 | .846 | .843| .843| .843
wup .602 | .602 | .602 | .520| .520 | .520 | .846 | .846 | .846 | .843| .843 | .843
res .609 | .609 | .609 | .527 | .527 | .527 | .846 | .846 | .846 | .843| .843 | .843
lin .670| .670| .670 | .546 | .546 | .546 | .846 | .846 | .846 | .843| .843| .843
jcn 707 | .707 | .707 | .544 | 544 | 544 | 846 | .846 | .846 | .843| .843 | .843
lesk | .633| .633| .633| .436| .436| .436| .710| .710| .710| .698 | .698 | .698
vector | .610 | .610| .610 | .418 | .418| .418| .674| .674 | .674| .652| .652 | .652
random | .400 | .400 | .400 | .204 | .204 | .204 | .502 | .502 | .502 | .588 | .588 | .588
sensel| .798| .798 | .798 | .616 | .616 | .616 | .846 | .846 | .846 | .843 | .843| .843

Table 54: SemCor results with wntagged format, window=stextScore=0.0, pairScore=0.0, —

backoff with measure config for lesk and vector and no forsepo

127



Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .438| .353| .391| .399| .192| .259| .000 | .000 | .000 | .000 | .000 | .000
Ich 439 | .353| .392 | .400| .192 | .259 | .000| .000 | .000| .000 | .000| .000
wup 406 | .326 | .362 | .340 | .164 | .221 | .000| .000 | .000| .000 | .000| .000
res .399 | .309| .348| .163| .049 | .075| .000| .000 | .000 | .000| .000 | .000
lin 501 .375| .429 | .210| .057 | .090 | .000| .000 | .000| .000 | .000| .000
jcn .585| .465| .518 | .404 | .193| .261 | .000| .000 | .000 | .000 | .000 | .000
lesk 544 | 539 | 542 | .398 | .391 | .394 | 582 | .574 | .578| .473| .454| .464
vector | .523| .521| .522| .394| .391| .392| .533| .533 | .533 | .425| .424 | .425
random | .258 | .258 | .258 | .155| .155| .155| .279| .279| .279| .324| .324| .324
sensel | .749| .749 | .749| .593 | .593 | .593 | .778 | .778 | .778| .743 | .743| .743

Table 55: SemCor results with wntagged format, window=5textScore=0.0, pairScore=0.0, —

score poly with measure config for lesk and vector and no pmse

Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .249| .201| .222| .132| .062 | .085| .000 | .000 | .000 | .000 | .000 | .000
Ich .249| .201| .222| .133| .063 | .085 | .000 | .000 | .000 | .000| .000 | .000
wup 243 | .196 | .217 | .141| .067 | .090 | .000 | .000 | .000 | .000 | .000 | .000
res .217| .170| .191 | .120| .037 | .056 | .000 | .000 | .000 | .000 | .000 | .000
lin .266 | .202| .230| .146 | .042 | .065 | .000| .000 | .000 | .000| .000 | .000
jcn 247 | .198| .220| .155| .073 | .099 | .000 | .000 | .000 | .000 | .000 | .000
lesk | .257 | .255| .256 | .150 | .148| .149 | .309 | .307 | .308 | .281| .272| .276
vector | .269 | .268 | .268 | .146 | .145| .146 | .297 | .296 | .297 | .272| .271| .272
random | .190 | .190| .190 | .130| .130| .130 | .223| .223| .223| .260| .260 | .260
sensel| .000 | .000 | .000 | .000 | .000 | .000| .000 | .000 | .000| .000 | .000 | .000

Table 56: SemCor results with wntagged format, window=%itextScore=0.0, pairScore=0.0, —

slnc with measure config for lesk and vector and no forcepos.
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Nouns Verbs Adjectives Adverbs
measure, P R F P R F P R F P R F
path | .566 | .477 | .518| .463| .236 | .313| 1.00| .307 | .470| 1.00 | .393| .564
Ich 567 | .477| 518 | .463 | .236 | .313| 1.00| .307 | .470| 1.00 | .393| .564
wup 541 | 456 | .495| 412 | .210| .278| 1.00| .307 | .470| 1.00 | .393| .564
res 540 | .442| .486| .298| .100| .150 | 1.00| .307 | .470| 1.00| .393 | .564
lin .623 | .496 | .552 | .349| .108 | .164 | 1.00| .307 | .470| 1.00 | .393| .564
jcn .683| .570| .621 | .469| .238 | .316| 1.00| .307 | .470| 1.00| .393 | .564
lesk .630 | .625| .628 | .431 | .424 | .428| .709| .703 | .706| .688 | .675| .681
vector | .614| .613| .613| .426 | .422| .424| .677| .676| .676 | .653 | .651 | .652
random | .402 | .402| .402 | .205| .205| .205| .499| .499 | .499 | .594 | .594 | .594
sensel| .798 | .798 | .798 | .616 | .616 | .616 | .846 | .846 | .846 | .843 | .843| .843

Table 57: SemCor results with wntagged format, window=5textScore=0.0, pairScore=0.0, —

usemono with measure config for lesk and vector and no foscepo

Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .595| .595| .595| .523 | .523 | .523| .846 | .846 | .846 | .843 | .843| .843
Ich 595 | 595 | .595| .523| .523 | .523 | .846 | .846 | .846 | .843| .843| .843
wup 574 | 574 | 574 | .497 | .497 | .497 | .846| .846 | .846 | .843| .843 | .843
res 579 | .579| .579 | .499| .499 | .499 | .846| .846 | .846 | .843| .843| .843
lin .650 | .650 | .650 | .524 | .524 | 524 | .846| .846 | .846 | .843| .843| .843
jcn .694 | 694 | .694 | .526 | .526 | .526 | .846 | .846 | .846 | .843| .843 | .843
lesk | .632| .632| .632| .435| .435| .435| .710| .710| .710| .688 | .688 | .688
vector | .615| .615| .615| .427 | .427| .427 | .677| .677 | .677 | .652| .652 | .652
random | .403 | .403| .403 | .203 | .203 | .203 | .499| .499 | .499 | .589 | .589 | .589
sensel| .798| .798 | .798 | .616 | .616 | .616 | .846 | .846 | .846 | .843 | .843| .843

Table 58: SemCor results with wntagged format, window=%itextScore=0.0, pairScore=0.0, —

backoff with measure config for lesk and vector and no forsepo
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Nouns Verbs Adjectives Adverbs
measure, P R F P R F P R F P R F
path | .430| .367 | .396 | .394 | .221| .283| .000 | .000 | .000 | .000 | .000 | .000
Ich 431 .368 | .397 | .395| .221 | .283| .000| .000 | .000| .000 | .000| .000
wup 401 | .342| .369 | .333| .187 | .239| .000| .000 | .000| .000 | .000| .000
res .390| .323| .353| .160| .058 | .085 | .000 | .000 | .000 | .000 | .000 | .000
lin 497 | .400| .443 | .208 | .068 | .103 | .000 | .000 | .000| .000 | .000| .000
jcn 581 | .491| .532| .399| .223| .286 | .000 | .000 | .000 | .000 | .000 | .000
lesk 545 | 541 | 543 | .395| .389 | .392 | .583| .578| .580| .474 | .460| .467
vector | .526| .525| .525| .398 | .394 | .396 | .536 | .536 | .536 | .423 | .422 | .422
random | .261 | .261| .261 | .155| .155| .155| .276| .276 | .276 | .316 | .316 | .316
sensel | .749| .749 | .749| .593 | .593 | .593 | .778 | .778 | .778| .743 | .743| .743

Table 59: SemCor results with wntagged format, window=@itextScore=0.0, pairScore=0.0, —

score poly with measure config for lesk and vector and no pmse

Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .248| .214| .230| .136| .075| .097 | .000 | .000 | .000 | .000 | .000 | .000
Ich 247 | .213| .229| .136 | .075| .097 | .000 | .000 | .000 | .000 | .000 | .000
wup .242 | .210| .225| .140| .077 | .100 | .000 | .000 | .000 | .000 | .000 | .000
res .218| .184 | .200 | .118| .044 | .064 | .000 | .000 | .000 | .000 | .000 | .000
lin .268 | .221| .242| .147| .050| .075| .000| .000 | .000 | .000 | .000 | .000
jcn .251| .216| .232| .155| .085| .110| .000 | .000 | .000 | .000 | .000 | .000
lesk | .256 | .255| .255| .148 | .146 | .147| .307 | .305| .306 | .283| .276 | .280
vector | .266 | .266 | .266 | .147 | .146 | .147 | .291| .290 | .291 | .274| .272| .273
random | .194 | .194 | .194 | .127 | .127| .127| .230| .230| .230| .258| .258 | .258
sensel| .000 | .000 | .000 | .000 | .000 | .000| .000 | .000 | .000| .000 | .000 | .000

Table 60: SemCor results with wntagged format, window=aitextScore=0.0, pairScore=0.0, —

slnc with measure config for lesk and vector and no forcepos.
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Nouns Verbs Adjectives Adverbs
measure, P R F P R F P R F P R F
path | .553| .488| .519| .449| .263| .331| 1.00| .307 | .470| 1.00 | .393| .564
Ich 5541 .489 | 519 | .449| .263 | .332| 1.00| .307 | .470| 1.00 | .393| .564
wup 531 .468 | .498 | .395| .231| .292| 1.00| .307 | .470| 1.00 | .393| .564
res 526 | .453| .487 | .277| .109| .156 | 1.00| .307 | .470| 1.00| .393 | .564
lin .613| .516 | .560 | .326 | .118 | .173| 1.00| .307 | .470| 1.00 | .393| .564
jcn .674| 590 | .629 | .453| .264 | .334| 1.00| .307 | .470| 1.00| .393| .564
lesk .630 | .627 | .629 | .428 | .422 | .425| .709 | .705| .707| .686 | .676| .681
vector | .617 | .615| .616| .429| .426| .427 | .679| .678 | .678 | .651 | .650 | .651
random | .402 | .402| .402 | .207 | .207 | .207 | .502 | .502 | .502 | .589 | .589 | .589
sensel| .798 | .798 | .798 | .616 | .616 | .616 | .846 | .846 | .846 | .843 | .843| .843

Table 61: SemCor results with wntagged format, window=@itextScore=0.0, pairScore=0.0, —

usemono with measure config for lesk and vector and no foscepo

Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .578| .578 | .578| .506 | .506 | .506 | .846 | .846 | .846 | .843 | .843| .843
Ich 579 | .579| .579 | .506 | .506 | .506 | .846 | .846 | .846 | .843| .843 | .843
wup 558 | .558 | .558 | .475| .475| .475| .846 | .846 | .846 | .843| .843 | .843
res 560 | .560 | .560 | .475| .475| .475| .846 | .846 | .846 | .843| .843 | .843
lin .638 | .638| .638 | .505| .505| .505 | .846 | .846 | .846 | .843| .843| .843
jcn .686 | .686 | .686 | .510| .510| .510| .846 | .846 | .846 | .843| .843 | .843
lesk | .632| .632| .632| .431| .431| .431| .710| .710| .710| .686 | .686 | .686
vector | .617 | .617 | .617 | .430| .430| .430| .679| .679| .679| .651| .651 | .651
random | .402 | .402| .402 | .205| .205| .205 | .504 | .504 | .504 | .591| .591 | .591
sensel| .798| .798 | .798 | .616 | .616 | .616 | .846 | .846 | .846 | .843 | .843| .843

Table 62: SemCor results with wntagged format, window=aitextScore=0.0, pairScore=0.0, —

backoff with measure config for lesk and vector and no forsepo
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Nouns Verbs Adjectives Adverbs
measure, P R F P R F P R F P R F
path | .431| .386| .407 | .392| .247 | .303| .000 | .000 | .000 | .000 | .000 | .000
Ich 432 | .387 | .408 | .393 | .248 | .304 | .000| .000 | .000| .000 | .000| .000
wup 401 | .360 | .379 | .333| .210| .258 | .000 | .000 | .000| .000 | .000| .000
res .386 | .337| .360 | .158 | .066 | .093 | .000| .000 | .000 | .000| .000 | .000
lin 499 | 425 459 | .207 | .079| .114 | .000| .000 | .000| .000 | .000| .000
jcn 586 | .521| .551 | .396 | .249 | .306 | .000 | .000 | .000 | .000 | .000 | .000
lesk 545 | 542 | 544 | 393 | .388 | .390 | .584 | .581 | .582| .474 | .464 | .469
vector | .530| .528 | .529| .402| .399| .401| .542 | .541 | .542 | .422 | .420| .421
random | .260 | .260 | .260 | .155| .155| .155| .278| .278 | .278| .321| .321| .321
sensel | .749| .749 | .749| .593 | .593 | .593 | .778 | .778 | .778| .743 | .743| .743

Table 63: SemCor results with wntagged format, window=nhtextScore=0.0, pairScore=0.0, —

score poly with measure config for lesk and vector and no pmse

Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .252| .227| .239| .135| .084 | .104 | .000 | .000 | .000 | .000 | .000 | .000
Ich .250| .225| .237| .134| .084 | .104 | .000| .000 | .000 | .000| .000 | .000
wup .245| .221| .232| .140| .087 | .107 | .000 | .000 | .000 | .000 | .000 | .000
res 223 .197| .209 | .115| .049 | .069 | .000 | .000 | .000 | .000 | .000 | .000
lin .269 | .234| .250| .145| .058 | .083 | .000 | .000 | .000 | .000| .000 | .000
jcn 253 | .227| .239| .158| .098 | .121 | .000 | .000 | .000 | .000 | .000 | .000
lesk | .256 | .255| .256 | .147 | .145| .146 | .303 | .302| .303 | .292 | .287| .289
vector | .266 | .265| .266 | .148 | .147| .148 | .283| .283 | .283| .274| .272| .273
random | .193 | .193| .193 | .127 | .127| .127 | .230| .230| .230| .265| .265| .265
sensel| .000 | .000 | .000 | .000 | .000 | .000| .000 | .000 | .000| .000 | .000 | .000

Table 64: SemCor results with wntagged format, window=nhtextScore=0.0, pairScore=0.0, —

slnc with measure config for lesk and vector and no forcepos.
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Nouns Verbs Adjectives Adverbs
measure, P R F P R F P R F P R F
path | .548| .503 | .525| .443| .289 | .350| 1.00| .307 | .470| 1.00 | .393| .564
Ich 549 | 504 | 526 | .444| .289 | .350| 1.00| .307 | .470| 1.00 | .393| .564
wup 525 .482| 503 | .391| .255| .308 | 1.00| .307 | .470| 1.00| .393| .564
res 517 | .465| .489 | .262| .116 | .161| 1.00| .307 | .470| 1.00| .393 | .564
lin .609 | .536| .570| .314 | .128 | .182| 1.00| .307 | .470| 1.00 | .393| .564
jcn .673| .614 | .642| .448| .291 | .353| 1.00| .307 | .470| 1.00| .393 | .564
lesk .631| .628 | .629 | .426 | .421 | .424| .709| .706 | .708 | .684 | .677| .681
vector | .619| .618| .618| .433| .430| .431| .683| .682 | .682 | .650 | .649 | .650
random | .402 | .402| .402 | .204 | .204 | .204 | .500 | .500 | .500| .589 | .589 | .589
sensel| .798 | .798 | .798 | .616 | .616 | .616 | .846 | .846 | .846 | .843 | .843| .843

Table 65: SemCor results with wntagged format, window=nhtextScore=0.0, pairScore=0.0, —

usemono with measure config for lesk and vector and no foscepo

Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .567 | .567 | .567 | .493 | .493| .493| .846 | .846 | .846 | .843 | .843| .843
Ich .568 | .568 | .568 | .494 | .494 | 494 | 846 | .846| .846 | .843| .843| .843
wup 545 | 545 | .545| .459 | .459 | .459 | .846 | .846 | .846 | .843| .843| .843
res 543 | 543 | .543 | .454 | .454 | 454 | .846| .846 | .846 | .843| .843| .843
lin .629 | .629| .629 | .488 | .488 | .488 | .846| .846 | .846 | .843| .843| .843
jcn .682 | .682| .682 | .497 | .497 | .497 | .846| .846 | .846 | .843| .843| .843
lesk | .632| .632| .632| .429| .429| .429| .710| .710| .710| .685| .685| .685
vector | .620 | .620| .620 | .434 | .434| .434| .683| .683 | .683 | .650| .650 | .650
random | .401 | .401| .401 | .203| .203 | .203 | .504 | .504 | .504 | .590| .590 | .590
sensel| .798| .798 | .798 | .616 | .616 | .616 | .846 | .846 | .846 | .843 | .843| .843

Table 66: SemCor results with wntagged format, window=nhtextScore=0.0, pairScore=0.0, —

backoff with measure config for lesk and vector and no forsepo
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Nouns Verbs Adjectives Adverbs
measure, P R F P R F P R F P R F
path | .419| .401| .409| .380| .316| .345| .000 | .000 | .000 | .000 | .000 | .000
Ich 421 .403 | .412| .383| .318 | .347 | .000| .000 | .000| .000 | .000| .000
wup 400 | .383 | .392 | .324 | .269 | .294 | .000| .000 | .000| .000 | .000| .000
res .361| .342| .351| .155| .095| .118 | .000 | .000 | .000 | .000 | .000 | .000
lin 503 | .472| .487 | .210| .120| .153| .000 | .000 | .000| .000 | .000| .000
jcn .588 | .561| .574 | .382| .316 | .346 | .000| .000 | .000 | .000| .000 | .000
lesk 545 | 543 | 544 | .386 | .382 | .384 | .581 | .580 | .580 | .466 | .461| .464
vector | .540| .538| .539| .412| .409| .410| .553 | .553 | .553 | .421| .419| .420
random | .258 | .258 | .258 | .154 | .154 | .154 | .282| .282| .282| .317| .317 | .317
sensel | .749| .749 | .749| .593 | .593 | .593 | .778 | .778 | .778| .743 | .743| .743

Table 67: SemCor results with wntagged format, window=XtextScore=0.0, pairScore=0.0,

—score poly with measure config for lesk and vector and neefurs.

Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .254| .245| .249| .141| .117| .127| .000 | .000 | .000 | .000 | .000 | .000
Ich .250| .240| .245| .141| .117| .128 | .000| .000 | .000 | .000 | .000 | .000
wup 248 | .239| .243| .143| .118| .129| .000| .000 | .000 | .000 | .000 | .000
res .230| .219| .224| .116| .074 | .090 | .000 | .000 | .000 | .000 | .000 | .000
lin 277 | .262| .269 | .151| .090 | .113| .000| .000 | .000 | .000 | .000 | .000
jcn .259 | .248| .253| .156| .129| .141 | .000| .000 | .000 | .000 | .000 | .000
lesk | .255| .254 | .254 | .144 | .142| .143| .297 | .297| .297 | .291| .288| .289
vector | .265| .264 | .264 | .144 | .143| .143| .281| .281 | .281| .279| .277 | .278
random | .196 | .196 | .196 | .134 | .134 | .134 | .221| .221| .221| .264 | .264 | .264
sensel| .000 | .000 | .000 | .000 | .000 | .000| .000 | .000 | .000| .000 | .000 | .000

Table 68: SemCor results with wntagged format, window=ItextScore=0.0, pairScore=0.0,

—s1nc with measure config for lesk and vector and no forcepos.
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Nouns Verbs Adjectives Adverbs
measure, P R F P R F P R F P R F
path | .533| .515| .524| .420| .352| .383| 1.00| .307 | .470| 1.00 | .393| .564
Ich 535 | 517 | .525| 422 | .354 | .385| 1.00| .307 | .470| 1.00 | .393| .564
wup .519| .501| .510| .368 | .309 | .336 | 1.00| .307 | .470| 1.00| .393| .564
res 489 | 469 | .479| .230| .145| .178| 1.00| .307 | .470| 1.00| .393 | .564
lin .605| .574| 589 | .284 | .167 | .210| 1.00| .307 | .470| 1.00 | .393| .564
jcn .670| .646 | .658 | .423| .354 | .386| 1.00| .307 | .470| 1.00| .393 | .564
lesk .630 | .628 | .629 | .421| .416| .419| .707| .706 | .707 | .679 | .675| .677
vector | .628 | .626 | .627 | .442| .438| .440| .690| .690 | .690 | .650 | .649 | .649
random | .404 | .404 | .404 | .206 | .206 | .206 | .503 | .503 | .503 | .590| .590 | .590
sensel| .798 | .798 | .798 | .616 | .616 | .616 | .846 | .846 | .846 | .843 | .843| .843

Table 69: SemCor results with wntagged format, window=XtextScore=0.0, pairScore=0.0,

—usemono with measure config for lesk and vector and no foscep

Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .542| .542 | 542 | .448 | .448 | .448| .846 | .846 | .846 | .843 | .843| .843
Ich 543 | .543| .543 | .450| .450 | .450 | .846 | .846 | .846 | .843| .843| .843
wup 528 | .528| .528 | .405| .405| .405| .846 | .846 | .846 | .843| .843 | .843
res 502 | .502| .502 | .374| .374 | .374| .846| .846 | .846 | .843| .843| .843
lin .614 | 614 | .614 | .425| .425| .425| .846| .846 | .846 | .843| .843| .843
jcn .675| .675| .675| .452 | .452 | 452 | .846| .846 | .846 | .843| .843| .843
lesk | .631| .631| .631| .423| .423| .423| .707 | .707| .707 | .679| .679| .679
vector | .628 | .628 | .628 | .443 | .443| .443| .691| .691 | .691| .649| .649 | .649
random | .402 | .402| .402 | .205| .205| .205| .499| .499 | .499 | .590| .590 | .590
sensel| .798| .798 | .798 | .616 | .616 | .616 | .846 | .846 | .846 | .843 | .843| .843

Table 70: SemCor results with wntagged format, window=I@textScore=0.0, pairScore=0.0,

—backoff with measure config for lesk and vector and no favsep
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A.3.2 SENSEVAL -2 Tables
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Table 71:

measure| P R F | Att(%) | Time
path 360 | .114 | .173| 31.74 | 00:00:42
Ich 361 | .115| .174| 31.74 | 00:01:48
wup 339 | .107 | .163| 31.74 | 00:01:17
res .320| .087 | .137 | 27.12 | 00:00:42
lin 425) .089 | .147| 2.82 | 00:00:54
jcn .509| .140| .220| 27.56 | 00:01:11
lesk 458 | .435| .447| 94.99 | 00:04:31
vector | .446| .445| .446| 99.78 | 00:05:12
random || .246 | .246 | .246 | 100.00| 00:00:09
sensel || .588| .588 | .588 | 100.00| 00:00:09

ENSEVAL-2 results with wntagged format, window=3,

contextScot8=0

pairScore=0.0, —score poly with measure config for lesk autiov, no forcepos# tokens = 1,796.

‘Att’ is ‘Attempted’.

Table 72:

measure]| P R F | Att(%) | Time
path .268| .085| .129| 31.78 | 00:00:42
Ich 272 .086| .131| 31.78 | 00:01:08
wup .259| .082| .125| 31.78 | 00:01:00
res .226 | .060 | .095| 26.46 | 00:00:43
lin .232| .047 | .078| 2.08 | 00:00:53
jcn .165| .044 | .069 | 26.60 | 00:00:59
lesk 253 | .242 | .247 | 95.74 | 00:03:07
vector | .292| .291| .291| 99.87 | 00:04:20
random || .210| .210| .210| 100.00| 00:00:08
sensel || .000 | .000 | .000 | 100.00| 00:00:09

ENSEVAL-2 results with wntagged format, window=3,

contextScot8=0

pairScore=0.0, —s1nc with measure config for lesk and veatoiorcepos# tokens = 752. ‘Att’ is

‘Attempted’.
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Table 73: $NSEVAL-2

measure| P R F | Att(%) | Time
path .629| .280 | .388 | 44.56 | 00:02:57
Ich .630| .281 | .388 | 44.56 | 00:04:53
wup .617| .275| .380| 44.56 | 00:03:56
res .635| .261 | .370 | 41.002| 00:03:00
lin .732| .262 | .386 | 35.80 | 00:03:23
jcn .732| .301| .426| 41.11 | 00:04:13
lesk .563| .539 | .551| 95.84 | 00:06:28
vector | .547| .546| .546| 99.82 | 00:06:18
random || .411| .411| .411 | 100.00| 00:00:09
sensel || .665| .665 | .665 | 100.00| 00:00:10

results with wntagged format, window=3,

contextScot8=0

pairScore=0.0, —usemono with measure config for lesk anebiaw forcepos# tokens = 2,260.

‘Att’ is ‘Attempted’.

Table 74: $NSEVAL-2

measure]| P R F | Att(%) | Time
path .610| .610| .610 | 100.00| 00:00:42
Ich .610| .610| .610 | 100.00| 00:01:07
wup .604| .604 | .604 | 100.00| 00:01:00
res .607| .607 | .607 | 100.00| 00:00:43
lin .638| .638 | .638 | 100.00| 00:00:53
jcn .647| .647 | .647 | 100.00| 00:00:57
lesk .574| .574 | .574 | 100.00| 00:03:04
vector | .554 | .554 | .554 | 100.00| 00:04:10
random || .413| .413| .413 | 100.00| 00:00:08
sensel || .667 | .667 | .667 | 100.00| 00:00:08

results with wntagged format, window=3,

contextScot8=0

pairScore=0.0, —backoff with measure config for lesk andoreno forcepos# tokens = 2,260.

‘Att’ is ‘Attempted’.
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Table 75:

measure| P R F | Att(%) | Time
path 351 | .143| .203| 4.76 | 00:03:47
Ich .355| .145| .206| 4.76 | 00:04:33
wup 337 .138| .195| 4.76 | 00:04:34
res 328 | .115| .171| 35.13 | 00:03:50
lin 414 114 | .179| 27.56 | 00:03:59
jcn A470| .167 | .247 | 35.52 | 00:04:22
lesk 459 | .448 | .453| 97.55 | 00:06:35
vector | .438| .437| .438| 99.78 | 00:06:22
random || .239| .239 | .239 | 100.00| 00:00:08
sensel || .585| .585| .585| 100.00| 00:00:09

ENSEVAL-2 results with wntagged format, window=4,

contextScot8=0

pairScore=0.0, —score poly with measure config for lesk autiov, no forcepos# tokens = 1,796.

‘Att’ is ‘Attempted’.

Table 76:

measure]| P R F | Att(%) | Time
path .272| .110| .157| 4.56 | 00:01:13
Ich .279| .113| .161| 4.56 | 00:01:40
wup .262 | .106 | .151| 4.56 | 00:01:49
res .230| .078 | .117| 34.18 | 00:01:13
lin .230| .061 | .097 | 26.60 | 00:01:23
jen .208 | .072| .107 | 34.57 | 00:01:29
lesk 278 | .271| .274| 97.74 | 00:04:51
vector | .296| .295| .295| 99.87 | 00:05:00
random | .206 | .206 | .206 | 100.00| 00:00:08
sensel || .000| .000| .000 | 100.00| 00:00:09

ENSEVAL-2 results with wntagged format, window=4,

contextScot8=0

pairScore=0.0, —s1nc with measure config for lesk and veatoiorcepos# tokens = 752. ‘Att’ is

‘Attempted’.
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Table 77: $NSEVAL-2

measure| P R F | Att(%) | Time
path .590| .309 | .405| 52.35 | 00:03:59
Ich .593| .310| .407 | 52.35 | 00:04:27
wup .582| .305| .400 | 52.35 | 00:04:27
res .604| .288 | .390| 47.65 | 00:03:53
lin .688| .285| .403 | 41.37 | 00:03:55
jcn .681| .326 | .441| 47.83 | 00:04:16
lesk .568 | .557 | .562 | 97.96 | 00:06:26
vector | .547| .546| .547| 99.82 | 00:06:04
random || .395| .395| .395 | 100.00| 00:00:09
sensel || .665| .665 | .665 | 100.00| 00:00:09

results with wntagged format, window=4,

contextScot8=0

pairScore=0.0, —usemono with measure config for lesk anebiaw forcepos# tokens = 2,260.

‘Att’ is ‘Attempted’.

Table 78: $NSEVAL-2

measure]| P R F | Att(%) | Time
path 591 | .591| .591| 100.00| 00:01:17
Ich 592 | .592 | .592 | 100.00| 00:01:44
wup .585| .6585| .585| 100.00| 00:01:55
res 592 | .592| .592 | 100.00| 00:01:17
lin .627 | .627 | .627 | 100.00| 00:01:26
jen .631| .631| .631| 100.00| 00:01:36
lesk 578 | .578 | .578| 100.00| 00:04:53
vector | .555| .555| .555| 100.00| 00:05:06
random | .408 | .408 | .408 | 100.00| 00:00:08
sensel || .667 | .667 | .667 | 100.00| 00:00:08

results with wntagged format, window=4,

contextScot8=0

pairScore=0.0, —backoff with measure config for lesk andoreno forcepos# tokens = 2,260.

‘Att’ is ‘Attempted’.
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Table 79:

measure| P R F | Att(%) | Time
path 352 | .167 | .227 | 47.49 | 00:03:27
Ich 355 .169 | .229 | 47.49 | 00:04:20
wup .335| .159 | .216| 47.49 | 00:04:00
res .321| .131| .186| 4.76 | 00:03:33
lin 389 | .127| .191| 32.63 | 00:03:46
jcn 4741 .200 | .282 | 42.32 | 00:04:06
lesk 468 | .462 | .465| 98.83 | 00:06:02
vector | .461| .460| .461| 99.78 | 00:06:42
random || .266 | .266 | .266 | 100.00| 00:00:09
sensel || .588| .588 | .588 | 100.00| 00:00:10

ENSEVAL-2 results with wntagged format, window=5,

contextScot8=0

pairScore=0.0, —score poly with measure config for lesk autiov, no forcepos# tokens = 1,796.

‘Att’ is ‘Attempted’.

Table 80:

measure]| P R F | Att(%) | Time
path .250| .117 | .159| 46.81 | 00:03:22
Ich .253| .118| .161| 46.81 | 00:04:13
wup 2441 114 .156| 46.81 | 00:03:58
res .207| .081| .117| 39.23 | 00:03:24
lin .207| .066 | .101| 32.18 | 00:03:43
jcn .201| .085| .120 | 42.29 | 00:04:02
lesk 278 .275| .277 | 99.07 | 00:06:01
vector | .304| .303| .303| 99.87 | 00:06:35
random || .203| .203 | .203 | 100.00| 00:00:08
sensel || .000 | .000 | .000 | 100.00| 00:00:09

ENSEVAL-2 results with wntagged format, window=5,

contextScot8=0

pairScore=0.0, —s1nc with measure config for lesk and veatoiorcepos# tokens = 752. ‘Att’ is

‘Attempted’.
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Table 81: $NSEVAL-2

measure| P R F | Att(%) | Time
path .568| .329 | .416| 57.88 | 00:03:22
Ich .570| .330| .418| 57.88 | 00:04:17
wup .557| .322| .408 | 57.88 | 00:03:50
res 5751 .300 | .395| 52.21 | 00:03:25
lin .651| .297 | .408 | 45.58 | 00:03:36
jcn .663| .356 | .463 | 53.67 | 00:03:52
lesk 574 .568 | .571| 99.03 | 00:06:03
vector | .566| .565| .566| 99.82 | 00:06:27
random || .405| .405| .405| 100.00| 00:00:08
sensel || .667 | .667 | .667 | 100.00| 00:00:09

results with wntagged format, window=5,

contextScot8=0

pairScore=0.0, —usemono with measure config for lesk anebiaw forcepos# tokens = 2,260.

‘Att’ is ‘Attempted’.

Table 82: $NSEVAL-2

measure]| P R F | Att(%) | Time
path .575| .575| .575| 100.00| 00:01:25
Ich 577 .577 | .577 | 100.00| 00:02:12
wup .569 | .569 | .569 | 100.00| 00:02:00
res .576| .576 | .576 | 100.00| 00:01:23
lin .615| .615| .615| 100.00| 00:01:46
jcn .628| .628 | .628 | 100.00| 00:01:54
lesk .575| .575| .575| 100.00| 00:04:56
vector | .566 | .566 | .566 | 100.00| 00:06:04
random || .407 | .407 | .407 | 100.00| 00:00:08
sensel || .667 | .667 | .667 | 100.00| 00:00:09

results with wntagged format, window=5,

contextScot8=0

pairScore=0.0, —backoff with measure config for lesk andoreno forcepos# tokens = 2,260.

‘Att’ is ‘Attempted’.
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Table 83:

measure| P R F | Att(%) | Time
path 346 | .182| .239 | 52.67 | 00:04:04
Ich 349 | .184 | .241| 52.67 | 00:05:01
wup 319 | .168 | .220| 52.67 | 00:04:50
res 321 | .146 | .201| 45.43 | 00:04:02
lin 398 | .151| .219| 37.92 | 00:04:16
jcn A75) .228 | .308 | 47.94 | 00:04:43
lesk A74| 469 | .471| 98.94 | 00:07:28
vector | .459| .458| .459| 99.78 | 00:07:44
random || .239| .239 | .239 | 100.00| 00:00:08
sensel || .588| .588 | .588 | 100.00| 00:00:09

ENSEVAL-2 results with wntagged format, window=6,

contextScot8=0

pairScore=0.0, —score poly with measure config for lesk autiov, no forcepos# tokens = 1,796.

‘Att’ is ‘Attempted’.

Table 84:

measure]| P R F | Att(%) | Time
path 239 | .126 | .165| 52.93 | 00:01:52
Ich 244 129 | .169 | 52.93 | 00:02:43
wup .231| .122| .160| 52.93 | 00:02:46
res .205| .092 | .127| 44.81 | 00:01:53
lin .211| .081| .117| 38.43 | 00:02:10
jcn .203| .100 | .134 | 49.07 | 00:02:22
lesk .290| .287 | .288 | 99.20 | 00:06:24
vector | .296| .295| .295| 99.87 | 00:07:04
random || .202 | .202 | .202 | 100.00| 00:00:08
sensel || .000 | .000 | .000 | 100.00| 00:00:09

ENSEVAL-2 results with wntagged format, window=6,

contextScot8=0

pairScore=0.0, —s1nc with measure config for lesk and veatoiorcepos# tokens = 752. ‘Att’ is

‘Attempted’.
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Table 85: $NSEVAL-2

measure| P R F | Att(%) | Time
path 551 .342 | 422 | 62.12 | 00:03:59
Ich .551| .342| .422| 62.12 | 00:04:50
wup .531| .330| .407 | 62.12 | 00:04:44
res 558 | .313| .401| 56.02 | 00:04:01
lin .632| .314 | .420| 49.69 | 00:04:08
jcn .649| .378 | .478 | 58.23 | 00:04:30
lesk .579| .573| .576| 99.12 | 00:07:15
vector | .564 | .563| .564| 99.82 | 00:07:33
random || .404 | .404 | .404 | 100.00| 00:00:08
sensel || .667 | .667 | .667 | 100.00| 00:00:09

results with wntagged format, window=6,

contextScot8=0

pairScore=0.0, —usemono with measure config for lesk anebiaw forcepos# tokens = 2,260.

‘Att’ is ‘Attempted’.

Table 86: $NSEVAL-2

measure]| P R F | Att(%) | Time
path .566 | .566 | .566 | 100.00| 00:04:56
Ich .568 | .568 | .568 | 100.00| 00:06:35
wup .554 | .554 | .554| 100.00| 00:06:18
res 569 | .569 | .569 | 100.00| 00:05:06
lin .612| .612| .612| 100.00| 00:05:14
jen .628 | .628 | .628 | 100.00| 00:06:10
lesk .580| .580| .580 | 100.00| 00:08:09
vector | .565| .565| .565| 100.00| 00:08:35
random | .415| .415| .415| 100.00| 00:00:09
sensel || .667 | .667 | .667 | 100.00| 00:00:09

results with wntagged format, window=6,

contextScot8=0

pairScore=0.0, —backoff with measure config for lesk andoreno forcepos# tokens = 2,260.

‘Att’ is ‘Attempted’.
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Table 87:

measure| P R F | Att(%) | Time
path .364 | .207 | .263 | 56.79 | 00:01:58
Ich .364 | .207 | .263 | 56.79 | 00:03:15
wup .330| .188 | .239| 56.79 | 00:02:56
res 342 .167 | .224 | 48.83 | 00:01:58
lin 401| .164 | .233| 4.81 | 00:02:32
jcn 474 .246 | .324 | 51.78 | 00:02:47
lesk A72) .468 | .470| 99.22 | 00:06:36
vector | .464 | .463| .464| 99.78 | 00:08:02
random || .259 | .259 | .259 | 100.00| 00:00:08
sensel || .588| .588 | .588 | 100.00| 00:00:09

ENSEVAL-2 results with wntagged format, window=7,

contextScot8=0

pairScore=0.0, —score poly with measure config for lesk autiov, no forcepos# tokens = 1,796.

‘Att’ is ‘Attempted’.

Table 88:

measure]| P R F | Att(%) | Time
path .256 | .146 | .186| 57.18 | 00:01:56
Ich .256 | .146 | .186| 57.18 | 00:03:16
wup 2441 140 .178| 57.18 | 00:02:54
res .223| .106 | .144 | 47.74 | 00:01:57
lin .220| .092 | .129| 41.76 | 00:02:32
jen .207 | .110| .144 | 53.32 | 00:02:42
lesk 278 | .277 | .277| 99.60 | 00:07:19
vector | .294| .294| .294 | 99.87 | 00:08:43
random | .194 | .194 | .194 | 100.00| 00:00:08
sensel || .000| .000| .000 | 100.00| 00:00:08

ENSEVAL-2 results with wntagged format, window=7,

contextScot8=0

pairScore=0.0, —s1nc with measure config for lesk and veatoiorcepos# tokens = 752. ‘Att’ is

‘Attempted’.
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Table 89: $NSEVAL-2

measure| P R F | Att(%) | Time
path 554 .362 | .438| 65.22 | 00:01:55
Ich .554| .361| .437| 65.22 | 00:03:06
wup .529| .345| .418| 65.22 | 00:02:48
res .559| .328 | .414 | 58.72 | 00:01:53
lin .622| .324 | .426 | 52.12 | 00:02:24
jcn .645| .394 | .489| 61.15 | 00:02:39
lesk 576 | .573 | .574| 99.38 | 00:06:31
vector | .568 | .567 | .568| 99.82 | 00:07:52
random || .407 | .407 | .407 | 100.00| 00:00:08
sensel || .667 | .667 | .667 | 100.00| 00:00:08

results with wntagged format, window=7,

contextScot8=0

pairScore=0.0, —usemono with measure config for lesk anebiaw forcepos# tokens = 2,260.

‘Att’ is ‘Attempted’.

Table 90: $NSEVAL-2

measure]| P R F | Att(%) | Time
path .566 | .566 | .566 | 100.00| 00:05:34
Ich .566 | .566 | .566 | 100.00| 00:07:02
wup .550| .550 | .550 | 100.00| 00:06:26
res .568 | .568 | .568 | 100.00| 00:05:43
lin .610| .610| .610 | 100.00| 00:06:02
jcn .625| .625| .625| 100.00| 00:06:33
lesk 577 .577 | .577 | 100.00| 00:08:12
vector | .569| .569 | .569 | 100.00| 00:09:31
random || .412| .412| .412| 100.00| 00:00:10
sensel || .667 | .667 | .667 | 100.00| 00:00:09

results with wntagged format, window=7,

contextScot8=0

pairScore=0.0, —backoff with measure config for lesk andoreno forcepos# tokens = 2,260.

‘Att’ is ‘Attempted’.
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measure| P R F | Att(%) | Time
path 340 | .226 | .271| 66.37 | 00:03:32
Ich .338| .224 | .270| 66.37 | 00:06:04
wup .315| .209 | .251| 66.37 | 00:05:16
res 299 | .176| .222| 58.85 | 00:03:41

lin 3751 .196 | .257 | 52.28 | 00:04:42
jcn 464 | .291| .357 | 62.69 | 00:05:10
lesk 470 .468 | .469| 99.55 | 00:13:16

vector | .488| .487| .487| 99.78 | 00:27:33

random || .247 | .247 | .247 | 100.00| 00:00:08

sensel | .588| .588 | .588 | 100.00| 00:00:08

Table 91: S&NsSEvaL-2 results with wntagged format, window=15, contextScOrbs
pairScore=0.0, —score poly with measure config for lesk autiov, no forcepos# tokens = 1,796.

‘Att’ is ‘Attempted’.

measure]| P R F | Att(%) | Time
path .227| .158 | .186| 69.81 | 00:05:31
Ich .229| .160| .188 | 69.81 | 00:07:58
wup 211 .148 | .174| 69.81 | 00:07:02
res 182 .112| .138 | 61.30 | 00:05:31

lin 193] .109 | .139| 56.38 | 00:06:23
jcn 1921 .129 | .154 | 67.02 | 00:07:01
lesk 284 | .283 | .283 | 99.87 | 00:14:00

vector || .305| .305| .305| 99.87 | 00:28:18

random || .197 | .197 | .197 | 100.00| 00:00:09

sensel | .000| .000 | .000| 100.00| 00:00:09

Table 92: S&NsSEvaL-2 results with wntagged format, window=15, contextScOrbs
pairScore=0.0, —s1nc with measure config for lesk and veatoiorcepos# tokens = 752. ‘Att’ is

‘Attempted’.
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measure| P R F | Att(%) | Time
path .515| .376| .435| 73.01 | 00:03:27
Ich .515| .376| .435| 73.01 | 00:05:51
wup 496 | .362 | .419| 73.01 | 00:05:13
res .502| .335| .401| 66.68 | 00:03:26

lin 5721 .350| .435| 61.28 | 00:04:26
jcn .613| .429 | .505| 69.96 | 00:04:51
lesk .575| .573 | .574| 99.65 | 00:12:43

vector | .586| .585| .586 | 99.82 | 00:26:08

random || .408 | .408 | .408 | 100.00| 00:00:08

sensel | .667| .667 | .667 | 100.00| 00:00:08

Table 93: S&NsSEvaL-2 results with wntagged format, window=15, contextScOrbs
pairScore=0.0, —usemono with measure config for lesk anebiaw forcepos# tokens = 2,260.

‘Att’ is ‘Attempted’.

measure]| P R F | Att(%) | Time
path .546 | .546 | .546 | 100.00| 00:03:30
Ich .546 | .546 | .546 | 100.00| 00:06:00
wup .532| .532 | .532 | 100.00| 00:05:15
res .539| .539 | .539 | 100.00| 00:03:31

lin .593 | .593 | .593 | 100.00| 00:04:36
jcn .619| .619| .619 | 100.00| 00:05:09
lesk 577 .577 | .577 | 100.00| 00:13:21

vector || .587 | .587 | .587 | 100.00| 00:28:01

random || .405| .405| .405| 100.00| 00:00:09

sensel | .667 | .667 | .667 | 100.00| 00:00:09

Table 94: S&NsSEvaL-2 results with wntagged format, window=15, contextScOrbs
pairScore=0.0, —backoff with measure config for lesk andoreno forcepos# tokens = 2,260.

‘Att’ is ‘Attempted’.
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Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .355| .199 | .255| .379| .091| .147| .000 | .000 | .000 | .000 | .000 | .000
Ich 357 | .200 | .256 | .379| .091| .147 | .000| .000 | .000| .000 | .000| .000
wup 337 | .189 | .242 | .345| .083 | .134 | .000| .000 | .000| .000 | .000| .000
res .337| .176| .232| .206 | .027 | .048 | .000 | .000 | .000 | .000 | .000 | .000
lin 448 | .181| .258 | .261 | .025| .046 | .000 | .000 | .000| .000 | .000| .000
jcn 543 | .255| .347 | .395| .094 | .151 | .000 | .000 | .000 | .000 | .000 | .000
lesk 498 | .482| .490 | .302 | .287 | .294 | .575| .529 | .551| .487 | .450| .468
vector | .477| .476| .476| .305| .304 | .304 | .595| .595| .595| .412| .409| 411
random | .242 | .242| .242| .183| .183| .183| .330| .330| .330| .281| .281 | .281
sensel | .634 | .634 | .634 | .422 | .422 | .422 | .661| .661 | .661 | .696 | .696 | .696

Table 95. S&NSEvAL-2 results with wntagged format, window=3, contextScort8:0

pairScore=0.0, —score poly with measure config for lesk autior and no forcepos.

Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .305| .177 | .224| .169 | .038 | .063 | .000 | .000 | .000 | .000 | .000 | .000
Ich .310| .181| .228 | .169 | .038 | .063 | .000 | .000 | .000 | .000 | .000 | .000
wup .305| .177| .224| .138| .031 | .051 | .000| .000 | .000 | .000 | .000 | .000
res .264 | .144| .186 | .056 | .007 | .012 | .000 | .000 | .000 | .000 | .000 | .000
lin .256 | .107| .151| .115| .010| .019 | .000 | .000 | .000 | .000 | .000 | .000
jcn .204 | .094 | .128 | .079| .017 | .029 | .000 | .000 | .000 | .000 | .000 | .000
lesk | .321| .308| .314| .163 | .157 | .160| .290| .272| .281 | .280| .264 | .272
vector | .348 | .348| .348 | .200| .199| .200| .360| .360 | .360| .321| .321| .321
random | .217 | .217| .217 | .147 | .147| .147 | .316| .316 | .316 | .283| .283 | .283
sensel| .000 | .000 | .000 | .000 | .000 | .000| .000 | .000 | .000| .000 | .000 | .000

Table 96: S$NSEVAL-2 results with wntagged format, window=3, contextScort8-0

pairScore=0.0, —s1nc with measure config for lesk and veetdmo forcepos.
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Nouns Verbs Adjectives Adverbs
measure, P R F P R F P R F P R F
path 567 | .371| .449| 432| .112| .178| 1.00| .194| .325| 1.00 | .372| .542
Ich 569 | .372| 450 | 432 .112| .178| 1.00| .194 | .325| 1.00 | .372| .542
wup 556 | .363 | .439| .402 | .104 | .165| 1.00| .194 | .325| 1.00 | .372| .542
res .570| .360 | .441| .329| .049| .085| 1.00| .194 | .325| 1.00| .372| .542
lin 677 | .362| .472| .424| .049| .088 | 1.00| .194 | .325| 1.00| .372| .542
jen 713 | .415| 525 .442| .112| .179| 1.00| .194| .325| 1.00 | .372| .542
lesk .610| .594 | .602 | .326 | .310 | .318 | .650 | .607 | .628| .687 | .650| .668
vector | .591| .590| .591| .318| .316| .317 | .659 | .659 | .659 | .627 | .625 | .626
random | .443 | .443| .443| .200| .200| .200 | .477| .477| .477| .578| .578 | .578
sensel| .715| .715| .715| .436 | .436 | .436 | .719| .719| .719| .809 | .809| .809

Table 97. S&NSEvVAL-2 results with wntagged format, window=3, contextScort8:0

pairScore=0.0, —usemono with measure config for lesk andvand no forcepos.

Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .603| .603 | .603| .420| .420| .420| .727 | .727| .727 | .809 | .809 | .809
Ich .604 | .604 | .604 | .420| .420| .420| .727| .727 | .727 | .809| .809 | .809
wup 595 | .595| .595| .411| .411 | 411 | .727| .727 | .727 | .809| .809 | .809
res .604 | .604 | .604 | .407 | .407 | .407 | .727| .727 | .727 | .809| .809 | .809
lin .664 | .664 | .664 | .420| .420| .420| .727| .727 | .727 | .809| .809 | .809
jcn .682 | .682| .682 | .422| .422 | 422 | .727| .727 | .727 | .809| .809 | .809
lesk | .615| .615| .615| .342| .342| .342| .671| .671| .671| .697 | .697 | .697
vector | .596 | .596 | .596 | .324 | .324 | .324 | .674| .674| .674| .632| .632| .632
random | .438 | .438| .438 | .212| .212 | .212| .487| .487 | .487 | .574| .574| 574
sensel| .717 | .717 | .717 | .438 | .438| .438| .727 | .727| .727 | .809 | .809 | .809

Table 98: S$NSEVAL-2 results with wntagged format, window=3, contextScot8-0

pairScore=0.0, —backoff with measure config for lesk andoreand no forcepos.
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Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .351| .247| .290| .350| .119| .177| .000 | .000 | .000 | .000 | .000 | .000
Ich 357 | .250| .294 | .350 | .119| .177 | .000| .000 | .000| .000 | .000| .000
wup .348 | .244 | 287 | .301| .102 | .152 | .000| .000 | .000| .000 | .000| .000
res .356 | .238| .285| .157 | .029 | .049 | .000 | .000 | .000 | .000| .000 | .000
lin 453 | .240| .314 | .154 | .021 | .037 | .000| .000 | .000| .000 | .000| .000
jcn 517 | .305| .383| .331| .110| .165| .000 | .000 | .000 | .000 | .000 | .000
lesk 500 | .492 | 496 | .292 | .285| .288 | .570| .550 | .560| .518 | .497| .507
vector | .477| .476| .476| .305| .304 | .304 | .556 | .556 | .556 | .400 | .398 | .399
random | .258 | .258 | .258 | .177 | .177 | .177 | .273| .273| .273| .263| .263 | .263
sensel| .631| .631| .631| .420 | .420 | .420| .652 | .652 | .652 | .696 | .696 | .696

Table 99: S&NSEvAL-2 results with wntagged format, window=4, contextScort8:0

pairScore=0.0, —score poly with measure config for lesk autior and no forcepos.

Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .330| .237 | .276| .133| .042 | .064 | .000 | .000 | .000 | .000 | .000 | .000
Ich 340 | .244| .284| .133| .042| .064 | .000| .000 | .000 | .000| .000 | .000
wup .330| .237| .276| .100| .031 | .048 | .000 | .000 | .000 | .000 | .000 | .000
res .272| .187| .222| .059| .010| .018 | .000 | .000 | .000 | .000 | .000 | .000
lin .268 | .147| .190| .056 | .007 | .012 | .000 | .000 | .000 | .000 | .000 | .000
jcn .254 | .147| .186 | .115| .035| .054 | .000 | .000 | .000 | .000 | .000 | .000
lesk | .348| .341| .345| .168 | .164 | .166 | .345| .333| .339| .327| .321| .324
vector | .368 | .368| .368 | .207 | .206 | .207 | .325| .325| .325| .302| .302 | .302
random | .197 | .197| .197 | .161| .161| .161 | .325| .325| .325| .245| .245| .245
sensel| .000 | .000 | .000 | .000 | .000 | .000| .000 | .000 | .000| .000 | .000 | .000

Table 100: &NSEvAL-2 results with wntagged format, window=4, contextScot8-0

pairScore=0.0, —s1nc with measure config for lesk and veetdmo forcepos.
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Nouns Verbs Adjectives Adverbs
measure, P R F P R F P R F P R F
path | .538| .417 | .470| .406 | .143| .212| 1.00| .194| .325| 1.00 | .372| .542
Ich 5421 .420| 473 | .406 | .143 | .212| 1.00| .194 | .325| 1.00 | .372| .542
wup .538| .417| .470| .356 | .126 | .186| 1.00| .194 | .325| 1.00 | .372| .542
res 558 | 417 | .478| .252| .051| .085| 1.00| .194| .325| 1.00 | .372| .542
lin .649 | 412 | 504 | .291| .045| .078| 1.00| .194 | .325| 1.00 | .372| .542
jcn .675| .460| .547 | .373| .130| .192| 1.00| .194 | .325| 1.00| .372| .542
lesk .617| .609 | .613 | .320 | .312 | .316 | .658 | .638 | .648| .703 | .682| .692
vector | .596 | .595| .595| .325| .324 | .325| .643 | .643 | .643 | .627 | .625| .626
random | .409 | .409 | .409 | .204 | .204 | .204 | .472| .472 | .472| 574 | 574 | 574
sensel| .715| .715| .715| .436 | .436 | .436 | .719| .719| .719| .809 | .809| .809

Table 101: &NSEvAL-2 results with wntagged format, window=4, contextScot8:0

pairScore=0.0, —usemono with measure config for lesk andvand no forcepos.

Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .571| .571| .571| .401| .401| .401| .727 | .727| .727| .809 | .809 | .809
Ich 574 | 574 | 574 | .401| .401| 401 | .727| .727 | .727 | .809| .809 | .809
wup 569 | .569 | .569 | .383| .383 | .383 | .727| .727 | .727 | .809| .809 | .809
res .580| .580| .580 | .387 | .387 | .387 | .727| .727 | .727 | .809| .809 | .809
lin .650 | .650| .650 | .399| .399 | .399 | .727| .727 | .727 | .809| .809 | .809
jcn .661 | .661| .661 | .393| .393 | .393 | .727| .727 | .727 | .809| .809 | .809
lesk | .623| .623| .623| .330| .330| .330| .681| .681| .681 | .711| .711| .711
vector | .601 | .601| .601 | .330| .330| .330| .662 | .662 | .662 | .632| .632| .632
random | .441 | .441| .441| .196 | .196 | .196 | .487 | .487 | .487 | .552| .5652 | .552
sensel| .717 | .717 | .717 | .438 | .438| .438| .727 | .727| .727 | .809 | .809 | .809

Table 102: &NSEvAL-2 results with wntagged format, window=4, contextScot8-0

pairScore=0.0, —backoff with measure config for lesk andoreand no forcepos.

152



Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .349| .279| .310| .359 | .154 | .215| .000 | .000 | .000 | .000 | .000 | .000
Ich 354 | .282| .314 | .359 | .154 | .215| .000| .000 | .000| .000 | .000| .000
wup .345| .275| .306 | .306 | .131 | .183| .000| .000 | .000| .000 | .000| .000
res .355| .271| .308 | .133| .031 | .051 | .000| .000 | .000 | .000| .000 | .000
lin 431 | .268 | .330| .134 | .023 | .039 | .000| .000 | .000| .000 | .000| .000
jcn 513 | .353| .418| .365| .154 | .216| .000| .000 | .000 | .000 | .000 | .000
lesk 517 | .515| 516 | .297 | .293| .295| .582 | .568 | .574| .491 | .480| .485
vector | .511| .510| .511| .305| .304 | .304 | .592 | .592 | .592 | .412| .409 | 411
random | .287 | .287 | .287 | .160| .160 | .160 | .363| .363 | .363 | .275| .275| .275
sensel | .634 | .634 | .634 | .422 | .422 | .422 | .661| .661 | .661 | .696 | .696 | .696

Table 103: &NSEvVAL-2 results with wntagged format, window=5, contextScort8:0

pairScore=0.0, —score poly with measure config for lesk autior and no forcepos.

Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .307| .247 | .274| .126 | .049| .071| .000 | .000 | .000 | .000 | .000 | .000
Ich 311 | .251| .278| .126 | .049 | .071 | .000| .000 | .000 | .000 | .000 | .000
wup .311| .251| .278 | .099 | .038 | .055 | .000 | .000 | .000 | .000 | .000 | .000
res .250| .194 | .218| .048| .010| .017 | .000| .000 | .000 | .000 | .000 | .000
lin 244 | 161 | .194 | .044| .007 | .012 | .000| .000 | .000 | .000| .000 | .000
jcn 244 | 171| .201| .119| .045| .066 | .000 | .000 | .000 | .000 | .000 | .000
lesk | .366| .365| .365| .155| .154 | .155| .330| .325| .327 | .327| .321| .324
vector | .385| .385| .385| .204 | .203| .203 | .351| .351 | .351 | .283| .283| .283
random | .221 | .221| .221 | .157 | .157| .157 | .237| .237 | .237 | .283| .283| .283
sensel| .000 | .000 | .000 | .000 | .000 | .000| .000 | .000 | .000| .000 | .000 | .000

Table 104: &NSEvAL-2 results with wntagged format, window=5, contextScort8-0

pairScore=0.0, —s1nc with measure config for lesk and veetdmo forcepos.
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Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path 524 | 445| 481 | .392| .175| .242| 1.00| .194| .325| 1.00 | .372| .542
Ich 527 | 447 | 484 | 392 | .175| .242| 1.00| .194 | .325| 1.00 | .372| .542
wup 521 | 442 | 478 | .339| .151| .209| 1.00| .194 | .325| 1.00| .372| .542
res 539 | .443| .486| .213| .053 | .085| 1.00| .194 | .325| 1.00| .372| .542
lin .617 | .438| .512 | .253 | .047 | .079| 1.00| .194 | .325| 1.00 | .372| .542
jcn .658 | .500 | .569 | .404 | .179| .248 | 1.00| .194 | .325| 1.00| .372| .542
lesk .629 | .627 | .628 | .324 | .320 | .322 | .665| .652 | .659| .684 | .671| .678
vector | .622| .622| .622| .325| .324| .325| .671| .671| .671| .634 | .632 | .633
random | .434 | 434 | .434 | .206 | .206 | .206 | .460 | .460 | .460 | .574| .574| .574
sensel | .717| .717| .717| .438 | .438 | .438 | .727 | .727 | .727| .809 | .809| .809

Table 105: &NSEvAL-2 results with wntagged format, window=5, contextScort8:0

pairScore=0.0, —usemono with measure config for lesk andvand no forcepos.

Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .545| .545| .545| .387 | .387 | .387| .727 | .727| .727| .809 | .809 | .809
Ich 548 | .548 | .548 | .387| .387 | .387 | .727| .727 | .727 | .809| .809 | .809
wup 542 | 542 | 542 | .363| .363 | .363 | .727| .727 | .727 | .809| .809 | .809
res 557 | .557| .557 | .363| .363 | .363 | .727| .727 | .727 | .809| .809 | .809
lin .630 | .630| .630| .385| .385| .385| .727| .727 | .727 | .809| .809 | .809
jcn .657 | .657 | .657 | .391| .391| .391 | .727| .727 | .727 | .809| .809 | .809
lesk | .629| .629 | .629 | .326 | .326 | .326 | .667 | .667 | .667 | .686 | .686 | .686
vector | .623 | .623| .623 | .326 | .326| .326 | .671| .671| .671| .635| .635| .635
random | .430 | .430| .430| .181| .181| .181 | .499| .499 | .499 | .596 | .596 | .596
sensel| .717 | .717 | .717 | .438 | .438| .438| .727 | .727| .727 | .809 | .809 | .809

Table 106: $&NSEvAL-2 results with wntagged format, window=5, contextScort8-0

pairScore=0.0, —backoff with measure config for lesk andoreand no forcepos.
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Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .347| .298 | .321| .341| .177| .233| .000 | .000 | .000 | .000 | .000 | .000
Ich 352 .302 | .325| .341| .177 | .233| .000| .000 | .000| .000 | .000| .000
wup .334 | .287 | .309 | .277 | .143| .189 | .000| .000 | .000| .000 | .000| .000
res 359 | .297| .325| .146 | .044 | .067 | .000 | .000 | .000 | .000 | .000 | .000
lin 448 | .314 | .370| .143 | .033 | .054 | .000| .000 | .000| .000 | .000| .000
jcn .525| .398| .453| .350| .179 | .237 | .000| .000 | .000 | .000 | .000 | .000
lesk 514 | 512 | 513 | .305| .301 | .303| .602| .592 | .597| .509 | .497| .503
vector | .512| .512| .512| .292| .291| .292| .595| .595| .595| .412| .409 | 411
random | .228 | .228| .228 | .162 | .162 | .162 | .333| .333| .333| .327| .327 | .327
sensel | .634 | .634 | .634 | .422 | .422 | .422 | .661| .661 | .661 | .696 | .696 | .696

Table 107: &NSEvVAL-2 results with wntagged format, window=6, contextScort8:0

pairScore=0.0, —score poly with measure config for lesk autior and no forcepos.

Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .304| .264 | .283| .116 | .056 | .075| .000 | .000 | .000 | .000 | .000 | .000
Ich 312 | .271| .290| .116 | .056 | .075| .000 | .000 | .000 | .000 | .000 | .000
wup .308 | .268| .286 | .087 | .042 | .057 | .000 | .000 | .000 | .000 | .000 | .000
res .249| .211| .228| .071| .021 | .032| .000| .000 | .000 | .000 | .000 | .000
lin .258 | .191| .219| .059| .014 | .023 | .000 | .000 | .000 | .000 | .000 | .000
jcn .253| .197| .222| .118| .056 | .076 | .000 | .000 | .000 | .000 | .000 | .000
lesk | .362| .361| .362| .170| .168| .169 | .372| .368 | .370| .346 | .340| .343
vector | .385| .385| .385| .182| .182| .182| .351| .351 | .351 | .283| .283| .283
random | .237 | .237| .237 | .157 | .157 | .157 | .228| .228 | .228 | .189| .189 | .189
sensel| .000 | .000 | .000 | .000 | .000 | .000| .000 | .000 | .000| .000 | .000 | .000

Table 108: &NSEvAL-2 results with wntagged format, window=6, contextScort8-0

pairScore=0.0, —s1nc with measure config for lesk and veetdmo forcepos.
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Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .515| .463| .488| .369 | .196 | .256 | 1.00 | .194 | .325| 1.00 | .372| .542
Ich 516 | .464 | .489 | .369 | .196 | .256 | 1.00| .194 | .325| 1.00 | .372| .542
wup 504 | .452 | 477 | .306 | .163 | .213| 1.00| .194 | .325| 1.00 | .372| .542
res 531 | 464 | .495| .208 | .065| .099 | 1.00| .194 | .325| 1.00| .372| .542
lin .611| .470| .532| .230| .057| .091| 1.00| .194 | .325| 1.00 | .372| .542
jcn .658 | .537| .5692 | .379| .200 | .262| 1.00| .194 | .325| 1.00| .372| .542
lesk .626 | .624 | .625| .332| .328 | .330| .681| .671| .676| .695| .682| .689
vector | .623| .623| .623| .314| .312| .313| .674 | .674 | .674 | .634 | .632 | .633
random | .427 | .427| .427 | .216| .216| .216 | .460| .460 | .460| .574| .574 | .574
sensel | .717| .717| .717| .438 | .438 | .438 | .727 | .727 | .727| .809 | .809| .809

Table 109: &NSEvAL-2 results with wntagged format, window=6, contextScort8:0

pairScore=0.0, —usemono with measure config for lesk andvand no forcepos.

Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .531| .531| .531| .377| .377| .377| .727 | .727| .727| .809 | .809 | .809
Ich 534 | 534 | 534 | .377| .377| .377 | .727| .727 | .727 | .809| .809 | .809
wup 521 | .521| .521| .344| .344 | .344 | .727| .727 | .727 | .809| .809 | .809
res 546 | .546 | .546 | .356 | .356 | .356 | .727 | .727 | .727 | .809| .809 | .809
lin .627 | .627| .627 | .381| .381| .381 | .727| .727 | .727 | .809| .809 | .809
jcn .659 | .659 | .659 | .383| .383| .383| .727| .727 | .727 | .809| .809 | .809
lesk | .626 | .626 | .626 | .334 | .334 | .334 | .683 | .683| .683 | .697 | .697 | .697
vector | .623 | .623| .623 | .314 | .314| .314 | .674| .674| .674| .635| .635| .635
random | .437 | .437| .437 | .220| .220 | .220 | .477 | .477 | .477 | .592| .592 | .592
sensel| .717 | .717 | .717 | .438 | .438| .438| .727 | .727| .727 | .809 | .809 | .809

Table 110: &NSEvAL-2 results with wntagged format, window=6, contextScort8-0

pairScore=0.0, —backoff with measure config for lesk andoreand no forcepos.
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Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .377| .339| .357| .331| .200| .249| .000 | .000 | .000 | .000 | .000 | .000
Ich 377 | .339| .357 | .331| .200 | .249| .000| .000 | .000| .000 | .000| .000
wup 358 | .322| .339 | .262 | .158 | .197 | .000| .000 | .000| .000 | .000| .000
res .393| .342| .365| .134| .048 | .070| .000| .000 | .000 | .000| .000 | .000
lin 463 | .340| .392 | .131| .037 | .058 | .000| .000 | .000| .000 | .000| .000
jcn 532 | 424 | 472 | .343| .202 | .254 | .000| .000 | .000 | .000| .000 | .000
lesk 520 | .519| .520| .305| .301 | .303| .573| .568 | .570| .515| .503| .509
vector | .521| .520| .521| .309| .308 | .308 | .577 | .577| .577| .412| .409 | 411
random | .268 | .268 | .268 | .173| .173| .173| .357| .357 | .357 | .269| .269 | .269
sensel | .634 | .634 | .634 | .422 | .422 | .422 | .661| .661 | .661 | .696 | .696 | .696

Table 111: &NSEvAL-2 results with wntagged format, window=7, contextScort8:0

pairScore=0.0, —score poly with measure config for lesk autior and no forcepos.

Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .351| .314| .332| .099 | .056 | .071| .000 | .000 | .000 | .000 | .000 | .000
Ich .351| .314| .332| .099| .056 | .071 | .000| .000 | .000 | .000| .000 | .000
wup .347 | .311| .328 | .074| .042 | .054 | .000| .000 | .000 | .000 | .000 | .000
res .284 | .247| .264 | .061| .021| .031 | .000| .000 | .000 | .000 | .000 | .000
lin .284| .221| .249| .037| .010| .016 | .000| .000 | .000 | .000| .000 | .000
jcn 275| .224| .247| .102| .056 | .072 | .000| .000 | .000 | .000 | .000 | .000
lesk | .359| .358| .358| .176| .175| .175| .316| .316 | .316| .283| .283| .283
vector | .395| .395| .395| .186 | .185| .186 | .298 | .298 | .298 | .302| .302 | .302
random | .221| .221| .221| .161| .161| .161 | .211| .211| .211| .189| .189| .189
sensel| .000 | .000 | .000 | .000 | .000 | .000| .000 | .000 | .000| .000 | .000 | .000

Table 112: &NSEvAL-2 results with wntagged format, window=7, contextScot8-0

pairScore=0.0, —s1nc with measure config for lesk and veetdmo forcepos.
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Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .531| .491| .510| .365| .224| .278| 1.00| .194| .325| 1.00 | .372| .542
Ich .530| .490| .509 | .365| .224 | .278| 1.00| .194 | .325| 1.00 | .372| .542
wup 514 | 476 | .494 | 298| .183| .227| 1.00| .194 | .325| 1.00 | .372| .542
res 548 | .495| .520| .186 | .069 | .100 | 1.00| .194 | .325| 1.00| .372| .542
lin .615| .490| .546 | .204 | .061 | .094 | 1.00| .194 | .325| 1.00| .372| .542
jcn .664 | .560 | .607 | .376| .226 | .282| 1.00| .194 | .325| 1.00| .372| .542
lesk .631| .630| .631| .331| .328 | .330 | .657 | .652 | .655| .692 | .682| .687
vector | .630| .629| .629| .329| .328 | .329| .659 | .659 | .659 | .634 | .632 | .633
random | .434 | .434| .434 | .208 | .208 | .208 | .475| .475| .475| .563 | .563 | .563
sensel | .717| .717| .717| .438 | .438 | .438 | .727 | .727 | .727| .809 | .809| .809

Table 113: &NSEvVAL-2 results with wntagged format, window=7, contextScot8:0

pairScore=0.0, —usemono with measure config for lesk andvand no forcepos.

Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .538| .538 | .538| .361 | .361| .361| .727 | .727| .727 | .809 | .809 | .809
Ich .538 | .538| .538 | .361| .361 | .361 | .727| .727 | .727 | .809| .809 | .809
wup 524 | 524 | 524 .320| .320| .320| .727| .727 | .727 | .809| .809 | .809
res .556 | .556 | .556 | .330| .330| .330| .727| .727 | .727 | .809| .809 | .809
lin .632| .632| .632| .361| .361| .361 | .727| .727 | .727 | .809| .809 | .809
jcn .659 | .659| .659 | .369| .369 | .369 | .727| .727 | .727 | .809| .809 | .809
lesk | .631| .631| .631| .334| .334| .334| .659 | .659| .659 | .697 | .697 | .697
vector | .630| .630| .630| .330| .330| .330| .659| .659 | .659 | .635| .635| .635
random | .432 | .432| .432| .218 | .218 | .218| .492| .492 | .492 | .567 | .567 | .567
sensel| .717 | .717 | .717 | .438 | .438| .438| .727 | .727| .727 | .809 | .809 | .809

Table 114: &NSEvAL-2 results with wntagged format, window=7, contextScot8-0

pairScore=0.0, —backoff with measure config for lesk andoreand no forcepos.
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Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .366| .351| .358 | .291 | .249| .268| .000 | .000 | .000 | .000 | .000 | .000
Ich 363 | .349 | .356 | .291| .249| .268 | .000| .000 | .000| .000 | .000| .000
wup 356 | .342 | .348 | .237 | .204 | .219| .000| .000 | .000| .000 | .000| .000
res .359 | .338| .348 | .143| .087 | .109 | .000 | .000 | .000 | .000 | .000 | .000
lin .455| .383| .416| .161| .085| .111 | .000 | .000 | .000| .000 | .000| .000
jcn 549 | .485| .515| .315| .268 | .290 | .000 | .000 | .000 | .000 | .000 | .000
lesk 537 | .536| .537 | .282 | .281 | .282 | .584 | .583 | .583| .458 | .450| .454
vector | .547 | .546 | .547| .342| .341| .342| .595| .595| .595| .406 | .404 | .405
random | .239 | .239| .239 | .175| .175| .175| .336| .336 | .336 | .310| .310| .310
sensel | .634 | .634 | .634 | .422 | .422 | .422 | .661| .661 | .661 | .696 | .696 | .696

Table 115: &NSEVAL-2 results with wntagged format, window=15, contextScOrbs

pairScore=0.0, —score poly with measure config for lesk autior and no forcepos.

Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .340| .324| .332| .092 | .077 | .084 | .000 | .000 | .000 | .000 | .000 | .000
Ich .344 | .328| .336| .092 | .077 | .084 | .000| .000 | .000 | .000| .000 | .000
wup .323| .308| .315| .079| .066 | .072 | .000| .000 | .000 | .000 | .000 | .000
res .245| 231 | .238| .084 | .052 | .065 | .000| .000 | .000 | .000 | .000 | .000
lin .273| .237| .254 | .067 | .038 | .049 | .000| .000 | .000 | .000| .000 | .000
jcn .282| .251| .265| .092 | .077 | .084 | .000| .000 | .000 | .000 | .000 | .000
lesk | .388| .388| .388| .158 | .157 | .158 | .342 | .342| .342| .245| .245| .245
vector | .398 | .398| .398 | .204 | .203| .203 | .307 | .307 | .307 | .321| .321| .321
random | .211| .211| .211 | .136| .136 | .136 | .263| .263 | .263 | .302| .302 | .302
sensel| .000 | .000 | .000 | .000 | .000 | .000| .000 | .000 | .000| .000 | .000 | .000

Table 116: &NSEVAL-2 results with wntagged format, window=15, contextScOrbs

pairScore=0.0, —s1nc with measure config for lesk and veetdmo forcepos.
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Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .516| .501 | .508 | .311 | .267 | .287| 1.00| .194| .325| 1.00 | .372| .542
Ich ,515| .500| .507 | .313| .269 | .289 | 1.00| .194 | .325| 1.00| .372| .542
wup 508 | .494 | 501 | .258 | .222| .239| 1.00| .194 | .325| 1.00| .372| .542
res 511 | .489| .500 | .177| .108 | .134| 1.00| .194 | .325| 1.00| .372| .542
lin 595 | .523| .557 | .202| .108 | .141| 1.00| .194 | .325| 1.00| .372| .542
jcn .663 | .604 | .632| .338| .289| .311| 1.00| .194 | .325| 1.00| .372| .542
lesk | .644 | .643| .644| .312| .310| .311 | .666 | .664 | .665| .661 | .653 | .657
vector | .649 | .648 | .648 | .359 | .358 | .358 | .674 | .674 | .674| .634| .632| .633
random | .431| .431| .431| .208 | .208 | .208 | .499 | .499 | .499 | .549 | .549 | .549
sensel| .717 | .717 | .717 | .438| .438| .438| .727 | .727| .727 | .809 | .809 | .809

Table 117: &NSEVAL-2 results with wntagged format, window=15, contextScOrbs

pairScore=0.0, —usemono with measure config for lesk anr~and no forcepos.

A.3.3 SENSEVAL -3 Tables
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Nouns Verbs Adjectives Adverbs
measure, P R F P R F P R F P R F
path | .518| .518 | .518| .316 | .316| .316| .727 | .727| .727 | .809 | .809 | .809
Ich 516 | .516 | .516 | .318| .318 | .318 | .727| .727 | .727 | .809| .809 | .809
wup 509 | .509| .509 | .271| .271| .271| .727| .727 | .727 | .809| .809 | .809
res 517 | 517 | .517 | .287| .287 | .287 | .727| .727 | .727 | .809| .809 | .809
lin .608 | .608 | .608 | .334 | .334 | .334 | .727| .727| .727 | .809| .809 | .809
jcn .661 | .661| .661 | .338| .338 | .338| .727| .727 | .727 | .809| .809 | .809
lesk | .644 | .644 | .644 | .314| .314| .314 | .667 | .667 | .667 | .664 | .664 | .664
vector | .649 | .649| .649 | .360| .360| .360 | .674 | .674 | .674| .635| .635| .635
random | .419 | .419| .419| .250| .250 | .250 | .439| .439| .439| .585| .585| .585
sensel| .717 | .717 | .717| .438| .438| .438| .727 | .727| .727 | .809 | .809 | .809

Table 118: &NSEVAL-2 results with wntagged format, window=15, contextScOrbs

pairScore=0.0, —backoff with measure config for lesk andoreand no forcepos.
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Table 119: ENSEVAL-3

measure| P R F | Att(%) | Time
path 394 | .155| .222 | 39.27 | 00:03:10
Ich 394 | .155| .222 | 39.27 | 00:05:25
wup 365 | .143 | .206 | 39.27 | 00:04:41
res .301| .097 | .147| 32.22 | 00:03:18
lin .388| .114 | .177| 29.50 | 00:03:53
jcn 481 .184 | .266 | 38.22 | 00:04:29
lesk 421 .401| .411| 95.30 | 00:06:38
vector | .405| .401| .403| 98.89 | 00:08:26
random || .205| .205| .205 | 100.00| 00:00:09
sensel || .602 | .602 | .602 | 100.00| 00:00:09

results with wntagged format, window=3,

contextScot8z0

pairScore=0.0, —score poly with measure config for lesk awtov, no forcepos# tokens = 1,617.

‘Att’ is ‘Attempted’.
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Table 120:

measure| P R F | Att(%) | Time
path .394| .155| .222 | 39.27 | 00:03:10
Ich 394 | .155| .222 | 39.27 | 00:05:25
wup 365 | .143 | .206 | 39.27 | 00:04:41
res .301| .097 | .147| 32.22 | 00:03:18
lin .388| .114 | .177| 29.50 | 00:03:53
jcn 481 .184 | .266 | 38.22 | 00:04:29
lesk 421 .401| .411| 95.30 | 00:06:38
vector | .405| .401| .403| 98.89 | 00:08:26
random || .205| .205| .205 | 100.00| 00:00:09
sensel || .602 | .602 | .602 | 100.00| 00:00:09

E&NSEVAL-3 results with wntagged format, window=3,

contextScot8=0

pairScore=0.0, —score poly with measure config for lesk autiov, no forcepos# tokens = 1,617.

‘Att’ is ‘Attempted’.

Table 121:

measure]| P R F | Att(%) | Time
path .165| .060 | .088 | 36.45 | 00:01:08
Ich .165| .060 | .088 | 36.45 | 00:01:46
wup .190| .069 | .102 | 36.45 | 00:01:37
res .129| .038 | .058 | 29.22 | 00:01:08
lin .197| .053 | .083| 26.81 | 00:01:25
jcn 174 .062 | .091| 35.54 | 00:01:26
lesk 220 .212| .216| 96.54 | 00:04:24
vector | .210| .208| .209| 99.10 | 00:07:06
random || .184 | .184 | .184 | 100.00| 00:00:08
sensel || .000 | .000 | .000 | 100.00| 00:00:09

E&NSEVAL-3 results with wntagged format, window=3,

contextScot8=0

pairScore=0.0, —s1nc with measure config for lesk and veatoiorcepos# tokens = 664. ‘Att’ is

‘Attempted’.
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Table 122: $NSEVAL-3

measure| P R F | Att(%) | Time
path 571 .275| .371| 48.12 | 00:03:47
Ich 572 .275| .372| 48.12 | 00:04:54
wup .558| .268 | .362 | 48.12 | 00:04:38
res 5471 .230| .324 | 41.97 | 00:03:45
lin .619| .246 | .352| 39.70 | 00:04:12
jcn .642| .305| .413 | 47.44 | 00:04:32
lesk .510| .489 | .499 | 95.97 | 00:06:33
vector | .495| .490| .492| 99.02 | 00:08:17
random || .331| .331| .331| 100.00| 00:00:10
sensel | .657| .657 | .657 | 100.00| 00:00:10

results with wntagged format, window=3,

contextScot8=0

pairScore=0.0, —usemono with measure config for lesk anebiaw forcepos# tokens = 1,937.

‘Att’ is ‘Attempted’.

Table 123: $NSEVAL-3

measure]| P R F | Att(%) | Time
path 577 .577 | .577 | 100.00| 00:01:20
Ich 577 577 | .577| 100.00| 00:01:58
wup .568| .568 | .568 | 100.00| 00:01:48
res .568 | .568 | .568 | 100.00| 00:01:19
lin .598 | .598 | .598 | 100.00| 00:01:37
jcn .609 | .609 | .609 | 100.00| 00:01:39
lesk .518| .518 | .518 | 100.00| 00:04:31
vector | .497| .497| .497| 100.00| 00:07:11
random || .321| .321| .321 | 100.00| 00:00:08
sensel || .657 | .657 | .657 | 100.00| 00:00:09

results with wntagged format, window=3,

contextScot8=0

pairScore=0.0, —backoff with measure config for lesk andoreno forcepos# tokens = 1,937.

‘Att’ is ‘Attempted’.
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Table 124:

measure| P R F | Att(%) | Time
path 377 .196 | .258 | 51.95 | 00:01:57
Ich .380| .197 | .260 | 51.95 | 00:02:50
wup 340 | .177| .233| 51.95 | 00:03:11
res 295 127 | .77 | 42.98 | 00:02:00
lin 362 | .143 | .205| 39.52 | 00:02:12
jcn 445 .224 | 299 | 5.40 | 00:02:13
lesk 431 .417| .424| 96.85 | 00:07:06
vector | .412| .407| .409| 98.89 | 00:08:23
random || .206 | .206 | .206 | 100.00| 00:00:08
sensel || .602 | .602 | .602 | 100.00| 00:00:08

E&NSEVAL-3 results with wntagged format, window=4,

contextScot8=0

pairScore=0.0, —score poly with measure config for lesk autiov, no forcepos# tokens = 1,617.

‘Att’ is ‘Attempted’.

Table 125:

measure]| P R F | Att(%) | Time
path .225| .117 | .154 | 52.26 | 00:01:59
Ich .225| .117 | .154 | 52.26 | 00:02:40
wup 2251 .117| .154| 52.26 | 00:02:58
res .168| .072| .101| 43.07 | 00:02:00
lin .208| .081| .117| 39.16 | 00:02:10
jcn .193| .098 | .130| 5.60 | 00:02:14
lesk 221 .215| .218 | 97.59 | 00:06:59
vector | .225]| .223| .224| 99.10 | 00:08:06
random || .173| .173| .173 | 100.00| 00:00:08
sensel || .000 | .000 | .000 | 100.00| 00:00:09

E&NSEVAL-3 results with wntagged format, window=4,

contextScot8=0

pairScore=0.0, —s1nc with measure config for lesk and veatoiorcepos# tokens = 664. ‘Att’ is

‘Attempted’.
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Table 126: ENSEVAL-3

measure| P R F | Att(%) | Time
path .532| .314| .395| 59.11 | 00:04:30
Ich .535| .316| .398 | 59.11 | 00:05:14
wup 507 | .299| .376| 59.11 | 00:05:24
res .503| .257 | .340| 51.16 | 00:04:36
lin .561| .270| .364 | 48.17 | 00:04:32
jcn .589| .342| .433| 58.03 | 00:04:54
lesk .517| .503| .510| 97.32 | 00:08:17
vector | .500| .495| .498| 99.02 | 00:09:11
random || .334 | .334 | .334 | 100.00| 00:00:08
sensel || .657 | .657 | .657 | 100.00| 00:00:09

results with wntagged format, window=4,

contextScot8=0

pairScore=0.0, —usemono with measure config for lesk anebiaw forcepos# tokens = 1,937.

‘Att’ is ‘Attempted’.

Table 127: $®NSEVAL-3

measure]| P R F | Att(%) | Time
path 559 | .559 | .559 | 100.00| 00:01:55
Ich .560 | .560 | .560 | 100.00| 00:02:42
wup .543 | .543 | .543| 100.00| 00:02:59
res 549 | .549 | .549 | 100.00| 00:02:00
lin 579 | .579 | .579| 100.00| 00:02:13
jen .593 | .593 | .593 | 100.00| 00:02:18
lesk 521 | .521 | .521| 100.00| 00:07:03
vector | .502| .502 | .502 | 100.00| 00:08:05
random | .334 | .334 | .334| 100.00| 00:00:08
sensel || .657 | .657| .657 | 100.00| 00:00:09

results with wntagged format, window=4,

contextScot8=0

pairScore=0.0, —backoff with measure config for lesk andoreno forcepos# tokens = 1,937.

‘Att’ is ‘Attempted’.
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Table 128:

measure| P R F | Att(%) | Time
path .380| .234 | .290| 61.66 | 00:02:09
Ich .381| .235| .291| 61.66 | 00:03:30
wup .345| .213 | .263 | 61.66 | 00:03:12
res .299| .154 | .203| 51.45 | 00:02:10
lin 368 | .174 | .237 | 47.43 | 00:02:49
jcn .450| .270| .338| 6.11 | 00:02:44
lesk 432 .424 | 428 | 98.14 | 00:07:19
vector | .423| .419| .421| 98.89 | 00:09:41
random || .214 | .214 | .214 | 100.00| 00:00:08
sensel || .602 | .602 | .602 | 100.00| 00:00:09

E&NSEVAL-3 results with wntagged format, window=5,

contextScot8=0

pairScore=0.0, —score poly with measure config for lesk autiov, no forcepos# tokens = 1,617.

‘Att’ is ‘Attempted’.

Table 129:

measure]| P R F | Att(%) | Time
path .235| .143| .178| 6.84 | 00:02:06
Ich .238| .145| .180| 6.84 | 00:03:27
wup .233| .142| .176| 6.84 | 00:03:09
res .183| .093 | .124| 5.90 | 00:02:08
lin 241 .113| .154 | 46.84 | 00:02:45
jcn .203| .120 | .151| 59.49 | 00:02:44
lesk .205| .202 | .203 | 98.64 | 00:07:14
vector | .223| .221| .222| 99.10 | 00:09:20
random || .191| .191| .191 | 100.00| 00:00:09
sensel || .000 | .000 | .000 | 100.00| 00:00:09

E&NSEVAL-3 results with wntagged format, window=5,

contextScot8=0

pairScore=0.0, —s1nc with measure config for lesk and veatoiorcepos# tokens = 664. ‘Att’ is

‘Attempted’.
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Table 130: $NSEVAL-3

measure| P R F | Att(%) | Time
path 514 | .348 | .415| 67.73 | 00:04:50
Ich .515| .349| .416| 67.73 | 00:06:53
wup 487 .330| .393| 67.73 | 00:06:15
res 480 | .281| .354 | 58.49 | 00:04:59
lin .539| .295| .381| 54.83 | 00:05:49
jcn .574| .380 | .458 | 66.29 | 00:06:08
lesk .516| .507 | .512| 98.40 | 00:08:49
vector | .510| .505| .507| 99.02 | 00:10:51
random || .337 | .337 | .337 | 100.00| 00:00:08
sensel || .657 | .657 | .657 | 100.00| 00:00:09

results with wntagged format, window=5,

contextScot8=0

pairScore=0.0, —usemono with measure config for lesk anebiaw forcepos# tokens = 1,937.

‘Att’ is ‘Attempted’.

Table 131: $NSEVAL-3

measure]| P R F | Att(%) | Time
path 539 | .539 | .539 | 100.00| 00:02:09
Ich .539| .539 | .539 | 100.00| 00:03:31
wup 521 | .521 | .521| 100.00| 00:03:12
res 528 | .528 | .528 | 100.00| 00:02:13
lin .566 | .566 | .566 | 100.00| 00:02:50
jen .580| .580| .580 | 100.00| 00:02:47
lesk 519 | .519| .519| 100.00| 00:07:24
vector | .512| .512| .512| 100.00| 00:09:47
random || .318 | .318 | .318 | 100.00| 00:00:08
sensel || .657 | .657| .657 | 100.00| 00:00:09

results with wntagged format, window=5,

contextScot8=0

pairScore=0.0, —backoff with measure config for lesk andoreno forcepos# tokens = 1,937.

‘Att’ is ‘Attempted’.
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Table 132:

measure| P R F | Att(%) | Time
path 373 .247 | .297 | 66.17 | 00:02:44
Ich 374 .247 | .298 | 66.17 | 00:04:10
wup 337 | .223 | .269| 66.17 | 00:04:09
res .280| .156 | .201| 55.91 | 00:02:48
lin .355| .184 | .243 | 51.95 | 00:03:21
jcn 453 .294 | .356 | 64.81 | 00:03:23
lesk 425|417 | .421| 98.33 | 00:09:30
vector | .421| .416| .419| 98.89 | 00:11:52
random || .205| .205| .205 | 100.00| 00:00:08
sensel || .602 | .602 | .602 | 100.00| 00:00:08

E&NSEVAL-3 results with wntagged format, window=6,

contextScot8=0

pairScore=0.0, —score poly with measure config for lesk autiov, no forcepos# tokens = 1,617.

‘Att’ is ‘Attempted’.

Table 133:

measure]| P R F | Att(%) | Time
path .223| .148| .178| 66.27 | 00:07:15
Ich .223| .148| .178| 66.27 | 00:09:03
wup 2141 142 | .170| 66.27 | 00:08:35
res 73| .098 | .125| 56.48 | 00:07:23
lin .235| .125| .163| 53.16 | 00:07:28
jen .206 | .136 | .164 | 65.66 | 00:08:07
lesk .209 | .206 | .208 | 98.64 | 00:11:33
vector | .219| .217| .218| 99.10 | 00:12:32
random || .176 | .176 | .176 | 100.00| 00:00:09
sensel || .000| .000| .000 | 100.00| 00:00:09

E&NSEVAL-3 results with wntagged format, window=6,

contextScot8=0

pairScore=0.0, —s1nc with measure config for lesk and veatoiorcepos# tokens = 664. ‘Att’ is

‘Attempted’.
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Table 134: ENSEVAL-3

measure| P R F | Att(%) | Time
path 501 | .359| .419| 71.66 | 00:05:58
Ich .503| .360 | .420| 71.66 | 00:07:18
wup 473) .339| .395| 71.66 | 00:07:08
res 456 | .285| .351| 62.47 | 00:06:05
lin .521| .307 | .386 | 58.91 | 00:06:23
jcn .570| .402 | 471 | 7.42 | 00:06:32
lesk .510| .502 | .506 | 98.55 | 00:10:47
vector | .507| .502| .504| 99.02 | 00:12:19
random || .337 | .337 | .337 | 100.00| 00:00:09
sensel || .657 | .657 | .657 | 100.00| 00:00:09

results with wntagged format, window=6,

contextScot8=0

pairScore=0.0, —usemono with measure config for lesk anrew forcepos# tokens = 1937.

‘Att’ is ‘Attempted’.

Table 135: ENSEVAL-3

measure]| P R F | Att(%) | Time
path .528| .528 | .528 | 100.00| 00:02:45
Ich .528| .528 | .528 | 100.00| 00:04:08
wup .509 | .509 | .509 | 100.00| 00:04:09
res .511| .511| .511 | 100.00| 00:02:47
lin .557| .557 | .557 | 100.00| 00:03:25
jcn .580| .580 | .580 | 100.00| 00:03:23
lesk .512| .512| .512 | 100.00| 00:09:26
vector | .509| .509 | .509 | 100.00| 00:11:05
random || .338 | .338 | .338 | 100.00| 00:00:08
sensel || .657 | .657 | .657 | 100.00| 00:00:09

results with wntagged format, window=6,

contextScot8=0

pairScore=0.0, —backoff with measure config for lesk andoreno forcepos# tokens = 1,937.

‘Att’ is ‘Attempted’.
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Table 136:

E&NSEvAL-3

measure| P R F | Att(%) | Time
path 360 | .252 | .297 | 7.07 | 00:02:56
Ich .365| .255| .300| 7.07 | 00:04:59
wup 319 | .223 | .263| 7.07 | 00:04:18
res .267| .161| .201| 6.11 | 00:03:00
lin .341| .190 | .244 | 55.84 | 00:03:51
jcn 440| .304 | .359 | 68.95 | 00:03:52
lesk 422 .415| .418| 98.33 | 00:10:00
vector | .425]| .421| .423| 98.89 | 00:13:39
random || .207 | .207 | .207 | 100.00| 00:00:10
sensel || .602| .602 | .602 | 100.00| 00:00:10
results with wntagged format,

window=7,

contextScot8=0

pairScore=0.0, —score poly with measure config for lesk autiov, no forcepos# tokens = 1,617.

‘Att’ is ‘Attempted’.

Table 137:

E&NSEvAL-3

measure]| P R F | Att(%) | Time
path .208| .146 | .172| 7.18 | 00:07:36
Ich 212 .149 | .175| 7.18 | 00:09:15
wup 208 | .146| .172| 7.18 | 00:08:46
res 161 .098 | .122| 6.69 | 00:07:37
lin 217 .123| .157 | 56.93 | 00:08:02
jcn .193| .134 | .158 | 69.43 | 00:08:32
lesk .206 | .203 | .205| 98.64 | 00:11:47
vector | .220| .218| .219| 99.10 | 00:16:43
random || .173| .173| .173 | 100.00| 00:00:09
sensel || .000 | .000 | .000 | 100.00| 00:00:10
results with wntagged format,

window=7,

contextScot8=0

pairScore=0.0, —s1nc with measure config for lesk and veatoiorcepos# tokens = 664. ‘Att’ is

‘Attempted’.
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Table 138: ENSEVAL-3

measure| P R F | Att(%) | Time
path .485| .364 | .416| 75.06 | 00:02:50
Ich 488 .367 | .419| 75.06 | 00:04:43
wup .451| .339| .387| 75.06 | 00:04:12
res 437 .288 | .347 | 65.88 | 00:02:55
lin .502| .312| .385| 62.05 | 00:03:42
jcn .555| .409 | 471 | 73.83 | 00:03:41
lesk .508 | .500 | .504 | 98.55 | 00:09:59
vector | .510| .505| .508| 99.02 | 00:13:46
random || .323| .323 | .323 | 100.00| 00:00:08
sensel || .657 | .657 | .657 | 100.00| 00:00:09

results with wntagged format, window=7,

contextScot8=0

pairScore=0.0, —usemono with measure config for lesk anebiaw forcepos# tokens = 1,937.

‘Att’ is ‘Attempted’.

Table 139: ENSEVAL-3

measure]| P R F | Att(%) | Time
path .513| .513| .513 | 100.00| 00:02:57
Ich .516| .516 | .516 | 100.00| 00:04:50
wup .490| .490 | .490 | 100.00| 00:04:16
res 494 .494 | 494 | 100.00| 00:02:56
lin .543| .543 | .543 | 100.00| 00:03:45
jcn .566 | .566 | .566 | 100.00| 00:03:46
lesk .510| .510| .510| 100.00| 00:10:05
vector | .512| .512| .512| 100.00| 00:13:58
random || .329 | .329 | .329 | 100.00| 00:00:09
sensel || .657 | .657 | .657 | 100.00| 00:00:09

results with wntagged format, window=7,

contextScot8=0

pairScore=0.0, —backoff with measure config for lesk andoreno forcepos# tokens = 1,937.

‘Att’ is ‘Attempted’.
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measure| P R F | Att(%) | Time
path 352 | .267 | .304 | 75.82 | 00:04:34
Ich .355| .269 | .306 | 75.82 | 00:07:54
wup 304 | .231| .262| 75.82 | 00:07:03
res 275 .186 | .222 | 67.59 | 00:04:36

lin 344 | .220| .268 | 64.07 | 00:06:11
jcn 430 .323 | .369| 75.08 | 00:06:02
lesk 421 | 414 | 417 | 98.52 | 00:19:16

vector | .440| .435| .438 | 98.89 | 00:55:48

random || .208 | .208 | .208 | 100.00| 00:00:09

sensel | .602| .602 | .602 | 100.00| 00:00:09

Table 140: &NSEVAL-3 results with wntagged format, window=15, contextScOrbs
pairScore=0.0, —score poly with measure config for lesk autiov, no forcepos# tokens = 1,617.

‘Att’ is ‘Attempted’.

measure]| P R F | Att(%) | Time
path .219| .167 | .190| 76.20 | 00:04:24
Ich 221 .169| .191| 76.20 | 00:07:44
wup .200| .152 | .173| 76.20 | 00:06:44
res 187 .125| .150 | 66.72 | 00:04:32

lin .225| .142 | .174| 62.80 | 00:06:00
jcn 202 | .152 | .174| 75.30 | 00:05:58
lesk 2141 .211 | .212 | 98.64 | 00:18:53

vector || .214| .212| .213| 99.10 | 00:54:01

random || .184 | .184 | .184 | 100.00| 00:00:08

sensel | .000| .000 | .000| 100.00| 00:00:08

Table 141: &NSEVAL-3 results with wntagged format, window=15, contextScOrbs
pairScore=0.0, —s1nc with measure config for lesk and veatoiorcepos# tokens = 664. ‘Att’ is

‘Attempted’.
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measure| P R F | Att(%) | Time
path 475) .380| .422| 8.02 | 00:07:13
Ich 478| .383| .425| 8.02 | 00:10:15
wup .438| .351| .389| 8.02 | 00:09:17
res 428 .309 | .359 | 72.28 | 00:07:20

lin .488| .337 | .398 | 68.97 | 00:08:38
jcn 540 | .428 | .478| 79.19 | 00:08:44
lesk 507 | .500| .504 | 98.71 | 00:19:34

vector | .525| .519| .522| 99.02 | 00:55:29

random || .343 | .343 | .343| 100.00| 00:00:08

sensel | .657| .657 | .657 | 100.00| 00:00:09

Table 142: &NSEVAL-3 results with wntagged format, window=15, contextScOrbs
pairScore=0.0, —usemono with measure config for lesk anebiaw forcepos# tokens = 1,937.

‘Att’ is ‘Attempted’.

measure]| P R F | Att(%) | Time
path 498 | .498 | .498 | 100.00| 00:04:31
Ich .500| .500 | .500 | 100.00| 00:07:52
wup 469 | .469 | .469 | 100.00| 00:06:49
res A72| 472 | .472 | 100.00| 00:04:39

lin .519| .519| .519| 100.00| 00:06:06
jcn .551| .551| .551| 100.00| 00:05:58
lesk .509 | .509 | .509 | 100.00| 00:19:22

vector || .526| .526| .526 | 100.00| 00:53:33

random || .320 | .320 | .320 | 100.00| 00:00:09

sensel | .657| .657 | .657 | 100.00| 00:00:09

Table 143: &NSEVAL-3 results with wntagged format, window=15, contextScOrbs
pairScore=0.0, —backoff with measure config for lesk andoreno forcepos# tokens = 1,937.

‘Att’ is ‘Attempted’.
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Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .367| .191| .251| .432| .175| .249| .000 | .000 | .000 | .000 | .000 | .000
Ich 367 | .191| .251| 432 .175| .249| .000| .000 | .000| .000 | .000| .000
wup .358 | .187 | .246 | .375| .152 | .216 | .000 | .000 | .000| .000 | .000| .000
res .376 | .185| .248 | .147| .038 | .061 | .000 | .000 | .000 | .000 | .000 | .000
lin 489 | .219| .303 | .184 | .044 | .072| .000| .000 | .000| .000 | .000| .000
jcn 548 | .272| .364 | .390| .158 | .225| .000 | .000 | .000 | .000 | .000 | .000
lesk A55 | 442 | 449 | .366 | .345 | .355| .464 | .433| .448| .000| .000| .000
vector | .435| .434| .434| .354| .346| .350| .452| .448 | .450 | .000 | .000 | .000
random | .235| .235| .235| .147 | .147| .147| .270| .270| .270| .000 | .000 | .000
sensel| .660| .660 | .660 | .528 | .528 | .528 | .627 | .627 | .627 | .000 | .000| .000

Table 144: &NSEvAL-3 results with wntagged format, window=3, contextScort8:0

pairScore=0.0, —score poly with measure config for lesk autior and no forcepos.

Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .195| .095| .127| .137| .052| .075| .000 | .000 | .000 | .000 | .000 | .000
Ich 195 .095| .127 | .137| .052 | .075| .000| .000 | .000 | .000 | .000 | .000
wup .229| .111| .150| .153| .058 | .084 | .000 | .000 | .000 | .000 | .000 | .000
res 159 | .074| .101 | .086 | .021 | .034 | .000 | .000 | .000 | .000 | .000 | .000
lin .260| .111| .156 | .108 | .024 | .040 | .000 | .000 | .000 | .000 | .000 | .000
jcn 241 | .111| .152| .113| .043| .062 | .000 | .000 | .000 | .000 | .000 | .000
lesk | .296 | .292 | .294 | .158 | .150 | .154 | .233| .223| .228| .000 | .000 | .000
vector | .272 | .272| .272| .143| .141| .142| .277| .277| .277 | .000| .000 | .000
random | .189 | .189| .189 | .144 | .144 | .144| .309| .309 | .309 | .000 | .000 | .000
sensel| .000 | .000 | .000 | .000 | .000 | .000| .000 | .000 | .000| .000 | .000 | .000

Table 145: &NSEvAL-3 results with wntagged format, window=3, contextScort8-0

pairScore=0.0, —s1nc with measure config for lesk and veetdmo forcepos.
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Nouns Verbs Adjectives Adverbs
measure, P R F P R F P R F P R F
path | .551| .334| .416| .492| .216| .300| 1.00| .217| .357 | 1.00| 1.00| 1.00
Ich 553 .335| 417 | .492| .216| .300| 1.00| .217 | .357| 1.00| 1.00| 1.00
wup 5551 .336| .419| .448| .196 | .273| 1.00| .217| .357| 1.00| 1.00| 1.00
res 573 | .337| .425| .308| .090 | .140| 1.00| .217 | .357 | 1.00| 1.00| 1.00
lin .665| .368 | .473| .348 | .096 | .150| 1.00| .217 | .357| 1.00| 1.00| 1.00
jcn .690 | .407| .512| .470| .206 | .286 | 1.00| .217 | .357 | 1.00| 1.00| 1.00
lesk .562 | .550| .556 | .400 | .377 | .388| .587 | .556 | .571| 1.00| 1.00| 1.00
vector | .545| .544 | 544 | .388| .380| .384 | .572| .568 | .570| 1.00| 1.00 | 1.00
random | .389 | .389| .389 | .196 | .196 | .196 | .447 | .447 | .447| 1.00| 1.00| 1.00
sensel | .725| .725| .725| .545| 545 | 545 | .708 | .708 | .708 | 1.00| 1.00| 1.00

Table 146: &NSEvAL-3 results with wntagged format, window=3, contextScort8:0

pairScore=0.0, —usemono with measure config for lesk andvand no forcepos.

Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .592| .592 | 592 | .494 | .494| .494| .708 | .708| .708 | 1.00 | 1.00| 1.00
Ich 592 | 592 | 592 | .494 | .494 | 494 | .708| .708 | .708 | 1.00| 1.00| 1.00
wup .588 | .588 | .588 | .474 | .474 | .474| .708| .708 | .708 | 1.00| 1.00| 1.00
res .604 | .604 | .604 | .453 | .453 | .453| .708| .708 | .708 | 1.00| 1.00| 1.00
lin .658 | .658 | .658 | .467 | .467 | .467 | .708| .708 | .708 | 1.00| 1.00| 1.00
jcn .671| .671| .671| .483| .483| .483| .708| .708 | .708 | 1.00| 1.00| 1.00
lesk | .569 | .569 | .569 | .412| .412| .412| .596| .596 | .596 | 1.00| 1.00| 1.00
vector | .545| .545| .545| .394 | .394| .394 | .575| .575| .575| 1.00| 1.00| 1.00
random | .372 | .372| .372| .206 | .206 | .206 | .413| .413| .413| 1.00| 1.00| 1.00
sensel| .725| .725| .725| .545| .545| .545| .708 | .708 | .708 | 1.00 | 1.00| 1.00

Table 147: @&NSEvAL-3 results with wntagged format, window=3, contextScot8-0

pairScore=0.0, —backoff with measure config for lesk andoreand no forcepos.
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Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .343| .235| .279| .425| .230| .298| .000 | .000 | .000 | .000 | .000 | .000
Ich 347 | .237 | .282 | .425| .230 | .298 | .000| .000 | .000| .000 | .000| .000
wup 333 | .228 | .270| .351 | .190 | .247 | .000| .000 | .000| .000 | .000| .000
res .365| .237| .288| .155| .055| .081 | .000 | .000 | .000 | .000 | .000 | .000
lin 448 | .268 | .336 | .188 | .061 | .092 | .000| .000 | .000| .000 | .000| .000
jcn 503 | .327| .397 | .369| .199 | .259 | .000 | .000 | .000 | .000 | .000 | .000
lesk 466 | .459 | 463 | .370| .354 | .362 | .485| .464 | .475| .000 | .000| .000
vector | .447| 447 | 447 | .343| .335| .339| .484 | .480| .482| .000 | .000 | .000
random | .221 | .221| .221| .161| .161| .161 | .282| .282| .282 | .000 | .000 | .000
sensel| .660| .660 | .660 | .528 | .528 | .528 | .627 | .627 | .627 | .000 | .000| .000

Table 148: &NSEvAL-3 results with wntagged format, window=4, contextScot8:0

pairScore=0.0, —score poly with measure config for lesk autior and no forcepos.

Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .291| .206 | .241| .160| .086 | .112| .000 | .000 | .000 | .000 | .000 | .000
Ich .291| .206| .241 | .160| .086 | .112 | .000| .000 | .000 | .000| .000 | .000
wup .297 | .210| .246 | .154| .083 | .108 | .000 | .000 | .000 | .000 | .000 | .000
res .217| .148| .176| .100| .037 | .054 | .000 | .000 | .000 | .000 | .000 | .000
lin .285| .177| .218 | .101| .034 | .050 | .000 | .000 | .000 | .000 | .000 | .000
jcn .278 | .185| .222| .115| .061 | .080 | .000 | .000 | .000 | .000 | .000 | .000
lesk | .285| .284| .285| .159 | .153| .156 | .264 | .255| .259 | .000 | .000 | .000
vector | .292 | .292| .292| .150 | .147| .148| .309| .309 | .309 | .000 | .000 | .000
random | .173| .173| .173| .122| .122| .122| .351| .351 | .351 | .000 | .000 | .000
sensel| .000 | .000 | .000 | .000 | .000 | .000| .000 | .000 | .000| .000 | .000 | .000

Table 149: &NSEvAL-3 results with wntagged format, window=4, contextScot8-0

pairScore=0.0, —s1nc with measure config for lesk and veetdmo forcepos.
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Nouns Verbs Adjectives Adverbs
measure, P R F P R F P R F P R F
path | .513| .380| .437 | .468| .266 | .339| 1.00| .217| .357 | 1.00| 1.00| 1.00
Ich 519 | .385| 442 | 468 | .266 | .339| 1.00| .217 | .357| 1.00| 1.00| 1.00
wup 507 | .376| .431| .407| .231| .295| 1.00| .217| .357| 1.00| 1.00| 1.00
res .536 | .383| .447| .279| .107| .155| 1.00| .217| .357| 1.00| 1.00| 1.00
lin .606 | .408 | .488 | .314| .111| .164| 1.00| .217| .357| 1.00| 1.00| 1.00
jcn .634 | .455| .530| .436| .248 | .316| 1.00| .217 | .357 | 1.00| 1.00| 1.00
lesk 572 | .564 | 568 | .401| .384 | .392| .601| .581| .591| 1.00| 1.00| 1.00
vector | .555| .554| .555| .378| .370| .374| .597 | .593 | .595| 1.00| 1.00 | 1.00
random | .382 | .382| .382 | .192| .192 | .192 | .494 | .494 | .494| 1.00| 1.00| 1.00
sensel | .725| .725| .725| .545| 545 | 545 | .708 | .708 | .708 | 1.00| 1.00| 1.00

Table 150: &NSEvAL-3 results with wntagged format, window=4, contextScort8:0

pairScore=0.0, —usemono with measure config for lesk andvand no forcepos.

Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .555| .5655| .555| .488 | .488 | .488| .708 | .708| .708 | 1.00 | 1.00| 1.00
Ich .558 | .558 | .558 | .488 | .488 | .488| .708| .708 | .708 | 1.00| 1.00| 1.00
wup 550 | .550| .550 | .453 | .453 | .453| .708| .708 | .708 | 1.00| 1.00| 1.00
res 579 | 579 | .579| .434 | .434 | .434| .708| .708 | .708 | 1.00| 1.00| 1.00
lin .629 | .629| .629 | .453 | .453 | .453| .708| .708 | .708 | 1.00| 1.00| 1.00
jcn .647 | .647| .647 | .467 | .467 | .467 | .708| .708 | .708 | 1.00| 1.00| 1.00
lesk | .576| .576| .576| .409 | .409 | .409 | .606 | .606 | .606 | 1.00| 1.00| 1.00
vector | .555| .555| .555| .384 | .384 | .384 | .599| .599 | .599| 1.00| 1.00| 1.00
random | .388 | .388 | .388 | .193 | .193| .193| .475| .475| .475| 1.00| 1.00| 1.00
sensel| .725| .725| .725| .545| .545| .545| .708 | .708 | .708 | 1.00 | 1.00| 1.00

Table 151: @&NSEvAL-3 results with wntagged format, window=4, contextScot8-0

pairScore=0.0, —backoff with measure config for lesk andoreand no forcepos.
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Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .347| .275| .307 | .424| .280| .337| .000 | .000 | .000 | .000 | .000 | .000
Ich 347 | .275| .307 | .426| .282 | .339 | .000| .000 | .000| .000 | .000| .000
wup .326 | .258 | .288 | .370| .245| .295| .000| .000 | .000| .000 | .000| .000
res .375| .285| .324 | .158| .070 | .097 | .000 | .000 | .000 | .000 | .000 | .000
lin 458 | .322 | .378 | .199| .081 | .115| .000| .000 | .000| .000 | .000| .000
jcn 507 | .386| .439 | .377| .248 | .299 | .000| .000 | .000 | .000| .000 | .000
lesk 464 | 461 | .462 | .369 | .358 | .363 | .502 | .488 | .495| .000 | .000| .000
vector | .447| 447 | 447 | .373| .364 | .369 | .484 | .480| .482 | .000 | .000 | .000
random | .229 | .229| .229 | .153 | .153| .153 | .329| .329 | .329 | .000 | .000 | .000
sensel| .660| .660 | .660 | .528 | .528 | .528 | .627 | .627 | .627 | .000 | .000| .000

Table 152: &NSEvAL-3 results with wntagged format, window=5, contextScort8:0

pairScore=0.0, —score poly with measure config for lesk autior and no forcepos.

Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .311| .247 | .275| .166 | .107 | .130| .000 | .000 | .000 | .000 | .000 | .000
Ich 311 | .247| .275| .171| .110| .134| .000| .000 | .000 | .000 | .000 | .000
wup .295| .235| .261 | .175| .113| .138| .000 | .000 | .000 | .000 | .000 | .000
res .245| .189| .213| .107| .049 | .067 | .000 | .000 | .000 | .000 | .000 | .000
lin .331| .239| .278| .125| .052 | .073 | .000| .000 | .000 | .000| .000 | .000
jcn .293| .222| .253| .123| .080 | .097 | .000 | .000 | .000 | .000 | .000 | .000
lesk | .255| .255| .255| .144 | .141| .142| .283| .277| .280| .000 | .000 | .000
vector | .272| .272| .272| .171| .168| .170| .277 | .277 | .277 | .000| .000 | .000
random | .230 | .230| .230 | .147 | .147 | .147 | .245| .245| .245| .000 | .000 | .000
sensel| .000 | .000 | .000 | .000 | .000 | .000| .000 | .000 | .000| .000 | .000 | .000

Table 153: &NSEvAL-3 results with wntagged format, window=5, contextScort8-0

pairScore=0.0, —s1nc with measure config for lesk and veetdmo forcepos.
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Nouns Verbs Adjectives Adverbs
measure, P R F P R F P R F P R F
path | .495| .415| .452| .460| .313| .373| 1.00| .217| .357 | 1.00| 1.00| 1.00
Ich 497 | 416 | .453 | .462 | .314 | .374| 1.00| .217| .357| 1.00| 1.00| 1.00
wup 478 .400| .436| .415| .282| .336| 1.00| .217| .357| 1.00| 1.00| 1.00
res 522 | 423 | 467 | .263| .122| .167 | 1.00| .217 | .357 | 1.00| 1.00| 1.00
lin .589 | .447| 508 | .307 | .132| .185| 1.00| .217 | .357| 1.00| 1.00| 1.00
jcn .620 | .501| .554 | .435| .295| .352| 1.00| .217 | .357 | 1.00| 1.00| 1.00
lesk .569 | .566 | .567 | .397 | .387 | .392| .613| .599 | .606| 1.00| 1.00| 1.00
vector | .555| .554| .555| .405| .396| .401| .597 | .593 | .595| 1.00| 1.00| 1.00
random | .396 | .396 | .396 | .204 | .204 | .204 | .447 | .447 | .447| 1.00| 1.00| 1.00
sensel | .725| .725| .725| .545| 545 | 545 | .708 | .708 | .708 | 1.00| 1.00| 1.00

Table 154: &NSEvAL-3 results with wntagged format, window=5, contextScort8:0

pairScore=0.0, —usemono with measure config for lesk andvand no forcepos.

Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .525| .5625| .525| .473| .473| .473| .708 | .708| .708 | 1.00 | 1.00| 1.00
Ich 525 | .525| .525| .474| .474 | 474 | .708| .708 | .708 | 1.00| 1.00| 1.00
wup b511| 511 511 | .442| .442 | .442| .708| .708 | .708 | 1.00| 1.00| 1.00
res 554 | 554 | 554 | .408 | .408 | .408 | .708| .708 | .708 | 1.00| 1.00| 1.00
lin .615| .615| .615| .434 | .434 | .434| .708| .708 | .708 | 1.00| 1.00| 1.00
jcn .630| .630| .630 | .453| .453| .453| .708| .708 | .708 | 1.00| 1.00 | 1.00
lesk | .571| .571| .571| .403| .403| .403| .615| .615| .615| 1.00| 1.00| 1.00
vector | .555| .555| .555| .410| .410| .410| .599| .599 | .599 | 1.00| 1.00| 1.00
random | .362 | .362 | .362 | .203 | .203 | .203 | .429| .429| .429| 1.00| 1.00| 1.00
sensel| .725| .725| .725| .545| .545| .545| .708 | .708 | .708 | 1.00 | 1.00| 1.00

Table 155: &NSEvAL-3 results with wntagged format, window=5, contextScort8-0

pairScore=0.0, —backoff with measure config for lesk andoreand no forcepos.
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Nouns Verbs Adjectives Adverbs
measure, P R F P R F P R F P R F
path | .331| .277| .301| .426| .309 | .358 | .000 | .000 | .000 | .000 | .000 | .000
Ich 329 | .275| .300 | .430| .312| .362 | .000| .000 | .000| .000 | .000| .000
wup 317 | .265| .289 | .363 | .263 | .305 | .000 | .000 | .000| .000 | .000| .000
res .357 | .287| .318| .147| .075| .099 | .000 | .000 | .000 | .000| .000 | .000
lin 445 .334 | .382 | .197 | .092 | .125| .000| .000 | .000| .000 | .000| .000
jcn 503 | .407| .450| .392| .283 | .329 | .000| .000 | .000 | .000| .000 | .000
lesk A67 | 465 | 466 | .348 | .338 | .343 | .500| .488 | .494| .000| .000| .000
vector | .451| .451| .451| .370| .361| .366 | .464 | .460 | .462 | .000 | .000 | .000
random | .226 | .226 | .226 | .133 | .133| .133| .329| .329 | .329 | .000 | .000 | .000
sensel| .660| .660 | .660 | .528 | .528 | .528 | .627 | .627 | .627 | .000 | .000| .000

Table 156: &NSEvAL-3 results with wntagged format, window=6, contextScort8:0

pairScore=0.0, —score poly with measure config for lesk autior and no forcepos.

Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .283| .239| .259| .170| .122| .142| .000 | .000 | .000 | .000 | .000 | .000
Ich .278 | .235| .254 | .174| .125| .146 | .000| .000 | .000 | .000 | .000 | .000
wup .259 | .218| .237| .174| .125| .146 | .000 | .000 | .000 | .000 | .000 | .000
res .225| .185| .203 | .114| .061 | .080 | .000 | .000 | .000 | .000 | .000 | .000
lin .323| .255| .285| .130| .064 | .086 | .000 | .000 | .000 | .000| .000 | .000
jcn .289 | .239| .261 | .136| .098 | .114 | .000| .000 | .000 | .000 | .000 | .000
lesk | .263 | .263| .263 | .144 | .141| .142| .293| .287| .290| .000 | .000 | .000
vector | .284 | .284 | .284 | .156 | .153 | .154 | .266 | .266 | .266 | .000 | .000 | .000
random | .185| .185| .185| .150 | .150 | .150 | .245| .245| .245| .000 | .000 | .000
sensel| .000 | .000 | .000 | .000 | .000 | .000| .000 | .000 | .000| .000 | .000 | .000

Table 157: &NSEvAL-3 results with wntagged format, window=6, contextScot8-0

pairScore=0.0, —s1nc with measure config for lesk and veetdmo forcepos.
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Nouns Verbs Adjectives Adverbs
measure, P R F P R F P R F P R F
path AT77| 415\ 444 | 461| .344| .394| 1.00| .217| .357| 1.00| 1.00| 1.00
Ich AT77| 415 444 | 465 .346 | .397| 1.00| .217| .357| 1.00| 1.00| 1.00
wup 462 | .403| .430| .409 | .305| .349| 1.00| .217| .357| 1.00| 1.00| 1.00
res 503 | 424 | 460 .248| .132| .172| 1.00| .217 | .357 | 1.00| 1.00| 1.00
lin 575| .459 | 511 | .300| .147| .198| 1.00| .217 | .357| 1.00| 1.00| 1.00
jcn .612 | .518| .561 | .446 | .331| .380| 1.00| .217 | .357 | 1.00| 1.00| 1.00
lesk 571 569 | .570| .379| .369 | .374| .611| .599| .605| 1.00| 1.00| 1.00
vector | .557| .557| .557| .401| .392| .397| .581| .578 | .579| 1.00| 1.00 | 1.00
random | .402 | .402 | .402| .184 | .184 | .184 | .478| .478| .478| 1.00| 1.00| 1.00
sensel | .725| .725| .725| .545| 545 | 545 | .708 | .708 | .708 | 1.00| 1.00| 1.00

Table 158: &NSEvAL-3 results with wntagged format, window=6, contextScort8:0

pairScore=0.0, —usemono with measure config for lesk andvand no forcepos.

Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .505| .505 | .505| .467 | .467 | .467| .708 | .708 | .708 | 1.00 | 1.00| 1.00
Ich .503 | .503| .503 | .470| .470| .470| .708| .708 | .708 | 1.00| 1.00| 1.00
wup 495 | .495| .495| .428 | .428 | .428 | .708| .708 | .708 | 1.00| 1.00| 1.00
res .535| .535| .5635| .385| .385| .385| .708| .708 | .708 | 1.00| 1.00 | 1.00
lin .605 | .605| .605 | .423| .423| .423| .708| .708 | .708 | 1.00| 1.00| 1.00
jcn .628 | .628 | .628 | .458 | .458 | .458 | .708| .708 | .708 | 1.00| 1.00| 1.00
lesk | .572| .572| .572| .385| .385| .385| .612| .612| .612| 1.00| 1.00| 1.00
vector | .558 | .558 | .558 | .406 | .406 | .406 | .584 | .584 | .584 | 1.00| 1.00| 1.00
random | .377 | .377| .377 | .218 | .218 | .218| .472| .472| .472| 1.00| 1.00 | 1.00
sensel| .725| .725| .725| .545| .545| .545| .708 | .708 | .708 | 1.00 | 1.00| 1.00

Table 159: &NSEvAL-3 results with wntagged format, window=6, contextScort8-0

pairScore=0.0, —backoff with measure config for lesk andoreand no forcepos.
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Nouns Verbs Adjectives Adverbs
measure, P R F P R F P R F P R F
path | .313| .275| .293| .419| .325| .366 | .000 | .000 | .000 | .000 | .000 | .000
Ich 317 | .279 | .297 | .423| .328 | .369 | .000| .000 | .000| .000 | .000| .000
wup 303 | .267 | .284 | .338 | .262 | .295| .000 | .000 | .000| .000 | .000| .000
res .352| .296| .322| .132| .075| .096 | .000 | .000 | .000 | .000 | .000 | .000
lin 439 | .348 | .388 | .178| .092 | .121 | .000| .000 | .000| .000 | .000| .000
jcn 499 | 428 | .461| .369| .285| .322| .000| .000 | .000 | .000| .000 | .000
lesk A72) 471 471 .340| .331| .335| .488| .476 | .482| .000| .000| .000
vector | .460| .459| .460| .378| .369 | .373 | .448 | .444 | .446 | .000 | .000 | .000
random | .247 | .247 | .247 | .142| .142| .142| .262| .262 | .262 | .000 | .000 | .000
sensel| .660| .660 | .660 | .528 | .528 | .528 | .627 | .627 | .627 | .000 | .000| .000

Table 160: &NSEvVAL-3 results with wntagged format, window=7, contextScort8:0

pairScore=0.0, —score poly with measure config for lesk autior and no forcepos.

Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .263| .235| .248| .161| .122| .139| .000 | .000 | .000 | .000 | .000 | .000
Ich .263 | .235| .248 | .169| .128 | .146 | .000 | .000 | .000 | .000 | .000 | .000
wup .263| .235]| .248| .161| .122| .139| .000| .000 | .000 | .000 | .000 | .000
res .214| .185| .199| .104 | .061 | .077 | .000| .000 | .000 | .000 | .000 | .000
lin .305| .251| .275| .118| .064 | .083 | .000 | .000 | .000 | .000 | .000 | .000
jcn 278 | .243| .259| .120| .092 | .104 | .000 | .000 | .000 | .000 | .000 | .000
lesk | .280| .280| .280| .131 | .128| .130| .272| .266 | .269 | .000 | .000 | .000
vector | .296 | .296 | .296 | .153 | .150| .151 | .255| .255| .255| .000 | .000 | .000
random | .165 | .165| .165 | .153 | .153 | .153 | .266 | .266 | .266 | .000 | .000 | .000
sensel| .000 | .000 | .000 | .000 | .000 | .000| .000 | .000 | .000| .000 | .000 | .000

Table 161: $NSEvAL-3 results with wntagged format, window=7, contextScot8-0

pairScore=0.0, —s1nc with measure config for lesk and veetdmo forcepos.
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Nouns Verbs Adjectives Adverbs
measure, P R F P R F P R F P R F
path 458 | .415| 435 .449| .356| .397 | 1.00| .217| .357| 1.00| 1.00| 1.00
Ich 461 .419| 439 | 453 .359| .400| 1.00| .217 | .357| 1.00| 1.00| 1.00
wup 446 | .405| .425| .379| .300| .335| 1.00| .217| .357| 1.00| 1.00| 1.00
res 492 | .430| .459| .225]| .132| .167 | 1.00| .217 | .357 | 1.00| 1.00| 1.00
lin 567 | .471| 514 | .275| .147| .192| 1.00| .217| .357| 1.00| 1.00| 1.00
jcn .607 | .536| .569 | .418| .330| .369 | 1.00| .217 | .357 | 1.00| 1.00| 1.00
lesk 575|574 575| .371| .362 | .366 | .601| .590| .596| 1.00| 1.00| 1.00
vector | .564 | .563| .564 | .408 | .399| .404 | .569 | .565| .567 | 1.00| 1.00 | 1.00
random | .387 | .387 | .387 | .174 | .174| .174| .457| .457| .457| 1.00| 1.00| 1.00
sensel | .725| .725| .725| .545| 545 | 545 | .708 | .708 | .708 | 1.00| 1.00| 1.00

Table 162: &NSEvVAL-3 results with wntagged format, window=7, contextScot8:0

pairScore=0.0, —usemono with measure config for lesk andvand no forcepos.

Nouns Verbs Adjectives Adverbs
measure, P R F P R F P R F P R F
path | .482| .482| .482| .456 | .456 | .456| .708 | .708| .708 | 1.00 | 1.00| 1.00
Ich 485 | .485| .485| .459| .459 | .459| .708| .708 | .708 | 1.00| 1.00| 1.00
wup 475 .475| 475 .402| .402 | .402| .708| .708 | .708 | 1.00| 1.00| 1.00
res 521|521 | .521| .356| .356 | .356 | .708| .708 | .708 | 1.00| 1.00 | 1.00
lin 592 | 592 | .592 | .401| .401| .401| .708| .708 | .708 | 1.00| 1.00| 1.00
jcn .618 | .618| .618 | .433| .433| .433| .708| .708 | .708 | 1.00| 1.00| 1.00
lesk | .577 | .577| .577| .378| .378| .378 | .602 | .602| .602| 1.00| 1.00| 1.00
vector | .564 | .564 | .564 | .413| .413| .413| .571| .571| .,571| 1.00| 1.00| 1.00
random | .378 | .378| .378 | .199 | .199 | .199 | .463| .463| .463| 1.00| 1.00| 1.00
sensel| .725| .725| .725| .545| .545| .545| .708 | .708 | .708 | 1.00 | 1.00| 1.00

Table 163: &NSEvAL-3 results with wntagged format, window=7, contextScot8-0

pairScore=0.0, —backoff with measure config for lesk andoreand no forcepos.
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Nouns Verbs Adjectives Adverbs
measure, P R F P R F P R F P R F
path | .321| .296 | .308 | .389 | .338 | .362| .000 | .000 | .000 | .000 | .000 | .000
Ich 318 | .294 | .305| .398 | .346 | .370| .000| .000 | .000| .000 | .000| .000
wup 302 | .279| .291| .306 | .266 | .285| .000 | .000 | .000| .000 | .000| .000
res .369 | .337| .352| .138| .093 | .111 | .000| .000 | .000 | .000 | .000 | .000
lin 446 | .393| 418 | .186| .116 | .143 | .000 | .000 | .000| .000 | .000| .000
jcn 492 | 448 | 469 | .359| .311| .333| .000| .000 | .000 | .000| .000 | .000
lesk 482 | .480| .481 | .328 | .319| .323| .484 | .476| .480| .000| .000| .000
vector | .475| .475| .475| .392| .383| .387 | .464 | .460 | .462 | .000 | .000 | .000
random | .226 | .226 | .226 | .147 | .147 | .147| .317| .317 | .317 | .000| .000 | .000
sensel| .660| .660 | .660 | .528 | .528 | .528 | .627 | .627 | .627 | .000 | .000| .000

Table 164: &NSEVAL-3 results with wntagged format, window=15, contextScOrbs

pairScore=0.0, —score poly with measure config for lesk autior and no forcepos.

Nouns Verbs Adjectives Adverbs

measure, P R F P R F P R F P R F
path | .305| .280| .292| .152| .131| .141| .000 | .000 | .000 | .000 | .000 | .000
Ich .305| .280| .292 | .155| .135| .144 | .000| .000 | .000 | .000 | .000 | .000
wup 274 | 251 | .262| .141| .122| .131| .000| .000 | .000 | .000 | .000 | .000
res .260| .235| .247 | .116| .080 | .094 | .000 | .000 | .000 | .000 | .000 | .000
lin .319| .276| .296 | .130| .083 | .101 | .000 | .000 | .000 | .000 | .000 | .000
jcn .303| .272| .286 | .124| .107 | .115| .000| .000 | .000 | .000 | .000 | .000
lesk | .280| .280| .280| .134| .131| .133| .315| .309| .312| .000 | .000 | .000
vector | .288 | .288| .288 | .156 | .153| .154 | .223| .223| .223| .000| .000 | .000
random | .173| .173| .173 | .141| .141| .141| .362| .362 | .362 | .000 | .000 | .000
sensel| .000 | .000 | .000 | .000 | .000 | .000| .000 | .000 | .000| .000 | .000 | .000

Table 165: &NSEVAL-3 results with wntagged format, window=15, contextScOrbs

pairScore=0.0, —s1nc with measure config for lesk and veetdmo forcepos.
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Nouns Verbs Adjectives Adverbs
measure, P R F P R F P R F P R F
path | .460| .434 | .447| .426| .376| .399| 1.00| .217| .357 | 1.00| 1.00| 1.00
Ich 460 | .434 | 447 | 434 | .382| .407| 1.00| .217| .357| 1.00| 1.00| 1.00
wup 447 | 422 434 | 353 .312| .331| 1.00| .217| .357| 1.00| 1.00| 1.00
res 499 | 465 | .481| .215| .147| .175| 1.00| .217| .357| 1.00| 1.00| 1.00
lin .563 | .508 | .534 | .265| .168 | .206 | 1.00| .217 | .357| 1.00| 1.00| 1.00
jen .598 | .554 | 575 .407| .357| .380| 1.00| .217| .357| 1.00| 1.00| 1.00
lesk .583| .581| .582 | .361 | .352 | .357 | .597| .590| .594| 1.00| 1.00| 1.00
vector | .576| .576| .576| .425| .416| .421| .581| .578 | .579| 1.00| 1.00 | 1.00
random | .395| .395| .395| .213| .213| .213| .469| .469 | .469| 1.00| 1.00| 1.00
sensel | .725| .725| .725| .545| 545 | 545 | .708 | .708 | .708 | 1.00| 1.00| 1.00

Table 166: &NSEVAL-3 results with wntagged format, window=15, contextScOrbs

pairScore=0.0, —usemono with measure config for lesk andvand no forcepos.

Nouns Verbs Adjectives Adverbs
measure, P R F P R F P R F P R F
path | .471| .471| .471| .430| .430| .430| .708 | .708| .708 | 1.00 | 1.00| 1.00
Ich 468 | 468 | .468 | .437| .437| .437| .708| .708 | .708 | 1.00| 1.00| 1.00
wup 457 | .457| .457 | .367| .367 | .367 | .708| .708 | .708 | 1.00| 1.00 | 1.00
res 507 | .507 | .507 | .316| .316 | .316| .708| .708 | .708 | 1.00| 1.00 | 1.00
lin .568 | .568 | .568 | .366 | .366 | .366 | .708| .708 | .708 | 1.00| 1.00| 1.00
jcn 598 | .598 | .598 | .414 | .414 | .414| .708| .708 | .708 | 1.00| 1.00 | 1.00
lesk | .584 | .584 | .584 | .369 | .369| .369 | .596 | .596 | .596 | 1.00| 1.00| 1.00
vector | .577 | .577| .577| .430| .430| .430| .584 | .584 | .584 | 1.00| 1.00| 1.00
random | .374 | .374| .374 | .195| .195| .195| .422| .422| .422| 1.00| 1.00| 1.00
sensel| .725| .725| .725| .545| .545| .545| .708 | .708 | .708 | 1.00 | 1.00| 1.00

Table 167: &NSEVAL-3 results with wntagged format, window=15, contextScOrbs

pairScore=0.0, —backoff with measure config for lesk andoreand no forcepos.
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