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There is a controversial debate whether back 
school program might improve quality of life in 
back pain patients. This study aimed to address 
this issue.
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antecedent

Abstract Anaphora

anaphor

Abstract object anaphora (Asher 1993)

Anaphora in which the anaphor refers to an 
abstract object 

• an event, a proposition, or a property
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• Scarce annotated data

• Split antecedents

• Discontinuous spans of text

• Implicit antecedents

• Reader has to infer the actual referent
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Other Challenges



• Several abstract demonstrative nouns:  
this problem, this idea, this decision
(Francis 1994, Schmid 2000)

• Resolve abstract anaphora signalled by abstract 
demonstrative nouns  
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VERY HARD!!

This work: Resolve abstract anaphora 
signalled by this issue

Our Focus



• Common in all kinds of text
(13,489 instances in the NYT and 1,116 instances in 
65,000 Medline abstracts)

• Antecedents take several syntactic forms 
(e.g., sentence, clause, nominalization, mixed). 

• Tractable problem at least in certain 
domains
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Why “issue”?



Annotation
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• 183 this issue instances from the Medline abstracts

• Task: marking text segments as antecedents

• Two annotators independently annotated 132 
instances

• Inter-annotator agreement of 0.86 using 
Krippendorff ’s unitizing alpha (Krippendorff 1995)

• One annotator annotated remaining 51 instances
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Data and Annotation
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17.4%

18.2%

26.5%

37.9%

clause
sentence
mixed
nominalization

Only 17.4% noun phrases

Antecedent Types



Resolution Algorithm
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Medline abstracts 
containing this issue

Candidate extraction

Predicted 
Antecedents

Feature extraction

Candidate ranking

Resolution Algorithm
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• Three sentences as a source for candidates

In this hypothesis-generating analysis, prolonged HTD 
of more than 5 years seems significantly associated 
with improvements in most outcomes. Given these 
data, decreasing HTD to < or = 5 years may have a 
detrimental effect on patients with locally advanced 
prostate cancer. Only a randomized trial will 
conclusively clarify this issue.

Candidate Extraction
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Given these data, decreasing HTD to < or = 5 years may 
have a detrimental effect on patients with locally advanced 
prostate cancer. 

Candidate Extraction

Dan Klein and Christopher D. Manning 2003
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Candidate: decreasing HTD to < or = 5 years

Syntactic type: noun phrase

Candidate Extraction
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Candidate: may have a detrimental effect on patients with 
locally advanced prostate cancer
Syntactic type: verb phrase

Candidate Extraction
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Candidate: Given these data, decreasing HTD to < or = 5 
years 
Syntactic type: mixed (PP + NP)

Candidate Extraction
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Candidate Extraction
Candidate: decreasing HTD to < or = 5 years may have a 
detrimental effect on patients with locally prostate cancer
Syntactic type: mixed (NP + VP)
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Candidate: a detrimental effect on patients with locally 
advanced prostate cancer
Syntactic type: noun phrase

Candidate Extraction
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• 12 feature classes, 43 automatically 
extracted features

• Issue-specific features

• Issue pattern 
(e.g., (IN whether) (S ...) )

• Governing verb of the candidate 
(e.g., debate, argue, speculate)

• Candidate head in the dependency tree 
(e.g., controversial, unknown)

Feature Extraction
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Feature Description
syntactic type syntactic type of the candidate

embedding level embedding level in the parse tree

main clause whether the candidate is in the main clause

dependency dependency relation of the candidate to its head

semantic role semantic role of the candidate

context context of the candidate

modals presence of modals

subordinating 
conjunction

presence of subordinating conjunctions

lexical overlap word overlap (e.g., with anaphor sentence)

distance distance of the candidate from the anaphor

length number of words in the candidate

Non-issue Features

Müller 2008; Srikumar and Roth 2011; de Marneffe et. al. 2006
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• Candidate ranking model (Denis and Baldridge 2008) 

• Candidates for anaphor instance Ai

C = {C1, C2, ..., Ck}

• Corresponding feature vectors 
Cf = {Cf1, Cf2, ..., Cfk}

• Training instances for anaphor instance Ai 
(Ai, Cfj, rank) ∀Cfj ∈ Cf

• SVMrank (Joachims 2002)

28

Candidate Ranking



Evaluation 
and 

Results
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• Exact Match (EXACT-M)

• Percentage of instances on which the system 
and the gold data agree

• Rather a strict evaluation

• ROUGE-L-Like (RLL)

• Similar to ROUGE-L (Lin 2004)

• LCS (Longest Common Subsequence)
LCS(‘A B C D’, ‘B D E’) = 2

30

Evaluation Metrics



• System-annotated antecedents: S = {S1, S2, ..., Sn}
Gold antecedents: G = {G1, G2, ..., Gn}

• PRLL = K / #words in S

• RRLL = K / #words in G

• RLL F-score = harmonic mean of PRLL and RRLL

31

Evaluation Metric: RLL
1

K =
n

∑
i=1

LCS(Si,Gi) (1)

(2)
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• Guess previous sentence as the antecedent

• High baseline

• 84% of antecedents lie within this sentence

Baseline
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• Large search space

• On average 43.6 constituents per 
sentence

• Can we reduce it?

• Oracle candidate sentence extractor

35

Reducing Search Space
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• Possible to resolve abstract anaphora 

• In particular, this-issue anaphora

• Text segments as antecedents

38

Annotation and Resolution



• Big role in this issue resolution

• Possible to generalize the approach to 
other abstract nouns 

• decision, problem, and fact.

39

Non-issue Features



• Reduction of search space helps

• Possible to reduce the search space

• Two-stage approach

40

Search Space Reduction



• Extend the work to other abstract nouns 
such as problem, fact, and decision.

• Experiment with a two-stage resolution 
approach.

• Extract issues from text using observed 
issue patterns (e.g., X is controversial, X is 
under debate) as seed patterns. 

41

Future Work



Thanks! 
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Krippendorff ’s 
Unitizing alpha

inter-annotator agreement = 0.86

43

focus on events and actions and use verbs as a proxy
for the non-nominal antecedents. But this-issue an-
tecedents cannot usually be represented by a verb.
Our work is not restricted to a particular syntactic
type of the antecedent; rather we provide the flexibil-
ity of marking arbitrary spans of text as antecedents.

There are also some prominent approaches to ab-
stract anaphora resolution in the spoken dialogue
domain (Eckert and Strube, 2000; Byron, 2004;
Müller, 2008). These approaches go beyond nom-
inal antecedents; however, they are restricted to spo-
ken dialogues in specific domains and need serious
adaptation if one wants to apply them to arbitrary
text.

In addition to research on resolution, there is
also some work on effective annotation of abstract
anaphora (Strube and Müller, 2003; Botley, 2006;
Poesio and Artstein, 2008; Dipper and Zinsmeister,
2011). However, to the best of our knowledge, there
is currently no English corpus annotated for issue
anaphora antecedents.

3 Data and Annotation

To create an initial annotated dataset, we collected
188 this {modifier}* issue instances along with the
surrounding context from Medline abstracts.3 Five
instances were discarded as they had an unrelated
(publication related) sense. Among the remaining
183 instances, 132 instances were independently an-
notated by two annotators, a domain expert and a
non-expert, and the remaining 51 instances were an-
notated only by the domain expert. We use the for-
mer instances for training and the latter instances
(unseen by the developer) for testing. The anno-
tator’s task was to mark arbitrary text segments
as antecedents (without concern for their linguistic
types). To make the task tractable, we assumed that
an antecedent does not span multiple sentences but
lies in a single sentence (since we are dealing with
singular this-issue anaphors) and that it is a continu-
ous span of text.

3Although our dataset is rather small, its size is similar to
other available abstract anaphora corpora in English: 154 in-
stances in Eckert and Strube (2000), 69 instances in Byron
(2003), 462 instances annotated by only one annotator in Botley
(2006), and 455 instances restricted to those which have only
nominal or clausal antecedents in Poesio and Artstein (2008).
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Figure 1: Example of annotated data. Bold segments
denote the marked antecedents for the corresponding
anaphor ids. rh j is the jth section identified by the an-
notator h.

3.1 Inter-annotator Agreement
This kind of annotation — identifying and marking
arbitrary units of text that are not necessarily con-
stituents — requires a non-trivial variant of the usual
inter-annotator agreement measures. We use Krip-
pendorff’s reliability coefficient for unitizing (αu)
(Krippendorff, 1995) which has not often been used
or described in CL. In our context, unitizing means
marking the spans of the text that serve as the an-
tecedent for the given anaphors within the given text.
The coefficient αu assumes that the annotated sec-
tions do not overlap in a single annotator’s output
and our data satisfies this criterion.4 The general
form of coefficient αu is:

αu = 1− uDo

uDe
(1)

where uDo and uDe are observed and expected dis-
agreements respectively. Both disagreement quanti-
ties express the average squared differences between
the mismatching pairs of values assigned by anno-
tators to given units of analysis. αu = 1 indicates
perfect reliability and αu = 0 indicates the absence
of reliability. When αu < 0, the disagreement is sys-
tematic. Annotated data with reliability of αu ≥ 0.80
is considered reliable (Krippendorff, 2004).

Krippendorff’s αu is non-trivial, and explaining it
in detail would take too much space, but the general
idea, in our context, is as follows. The annotators
mark the antecedents corresponding to each anaphor
in their respective copies of the text, as shown in Fig-
ure 1. The marked antecedents are mutually exclu-
sive sections r; we denote the jth section identified

4If antecedents overlap with each other in a single annota-
tor’s output (which is a rare event) we construct data that satis-
fies the non-overlap criterion by creating different copies of the
same text corresponding to each anaphor instance.



• LCS definition:
A subsequence of a string S is the sequence of words 
that are not necessarily contiguous but are nevertheless 
taken in order . 

• LCS(“There is a controversial debate whether back school 
program might improve quality of life in back pain patients.”, 
“whether back school program might improve quality of life in 
back pain patients.”) = 13

44

LCS



Because all of us carry some baggage from our 
past, I seldom arrive in Paris, where work takes 
me four or five times a year, without some 
feeling of being an ugly duckling or, at any rate, 
a small town person. No doubt it is for this 
reason -- I can think of no other -- that I stay in 
the same hotel, in the same room, and consider 
the area around the Place Vendôme my 
neighbourhood.

45

Split Antecedent
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7

Work Class Examples

Francis (1994)

metalinguistic
illocutionary accusation, claim, decision, proposition, remark, statement
language activity contrast, debate, definition, example, proof, reasoning
mental process analysis, belief, concept, hypothesis, idea, view
text excerpt, page, paragraph, passage, quotation, section

ownerless problem, issue, context, fact, aspect, approach

Schmid (2000)

factual fact, thing, point, problem, reason, difference
linguistic news, message, report, order, proposal, question
mental idea, notion, belief, plan, aim, decision
modal possibility, truth, permission, obligation, need, ability
eventive act, move, measure, reaction, attempt, tradition
circumstantial situation, context, area, time, way, approach

Table 1: Categorisation of Label Nouns

Pronoun Frequency
this 900,410
that 1,047,204
demonstrative-NP 2,830,616

Table 2: Pronoun statistics of the New York Times corpus.

Label Noun Frequency Schmid’s Category
way 41,279 circumstantial
point 31,442 factual
issue 13,489 factual
area 11,961 circumstantial
decision 8,794 mental
problem 8,116 factual
situation 7738 circumstantial
approach 7434 circumstantial
question 6389 linguistic
view 6305 mental
information 6102 linguistic
plan 5990 mental
idea 4974 mental
reason 4558 factual
goal 3821 mental
argument 3501 linguistic
trend 3078 modal
fact 3001 factual
effect 2018 factual
conflict 1700 factual
feature 919 factual

Table 3: Most frequent label nouns in the New York Times corpus

Label Nouns in NYT
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After the loss of the Columbia, NASA considered removing or 
redesigning the PAL ramp. But agency officials said that no good 
alternatives emerged, and ultimately decided not to change 
it. Instead, the ramp would be examined through 
an internal scan that would not require cutting 
into the material, to look for the air pockets, or voids, that 
are the leading cause of foam shedding. 

Agency officials have broadly admitted since then that this 
decision was a mistake. As Dr. Griffin said in a television 
interview on Sunday, ''We goofed on that one.''


