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Abstract Detecting independent objects in images and

videos is an important perceptual grouping problem.

One common perceptual grouping cue that can facili-

tate this objective is the cue of contour closure, reflect-

ing the spatial coherence of objects in the world and

their projections as closed boundaries separating figure

from background. Detecting contour closure in images

consists of finding a cycle of disconnected contour frag-

ments that separates an object from its background.

Searching the entire space of possible groupings is in-

tractable, and previous approaches have adopted pow-

erful perceptual grouping heuristics, such as proximity

and co-curvilinearity, to constrain the search. We intro-

duce a new formulation of the problem, by transforming

the problem of finding cycles of contour fragments to

finding subsets of superpixels whose collective bound-
ary has strong edge support (few gaps) in the image.

Our cost function, a ratio of a boundary gap measure

to area, promotes spatially coherent sets of superpixels.

Moreover, its properties support a global optimization

procedure based on parametric maxflow. Extending clo-

sure detection to videos, we introduce the concept of

spatiotemporal closure. Analogous to image closure, we

formulate our spatiotemporal closure cost over a graph

of spatiotemporal superpixels. Our cost function is a

ratio of motion and appearance discontinuity measures

on the boundary of the selection to an internal homo-

geneity measure of the selected spatiotemporal volume.

The resulting approach automatically recovers coher-

ent components in images and videos, corresponding to

objects, object parts, and objects with surrounding con-
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text, providing a good set of multiscale hypotheses for

high-level scene analysis. We evaluate both our image

and video closure frameworks by comparing them to

other closure detection approaches, and find that they

yield improved performance.

Keywords Closure · Segmentation · Perceptual
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1 Introduction

One of the key challenges in perceptual grouping is

computing contour closure, i.e., linking together a set

of fragmented contours into a cycle that separates an

object from its background. What makes the problem
particularly hard is the intractable number of cycles

that may exist among the contours extracted from an

image of a real scene. Early perceptual grouping re-

searchers [61] identified a set of non-accidental con-

tour relations, such as symmetry, parallelism, collinear-

ity, co-curvilinearity, etc., that can be used to link to-

gether causally related contours. Such non-accidental

grouping rules can serve as powerful heuristics to help

manage the complexity of greedily searching for a con-

tour closure that is unlikely to have arisen by chance

[19,20]. However, the space of possible closures is still

overwhelming, particularly when one allows larger and

larger boundary gaps in a closure. Finding an optimal

solution is intractable without somehow reducing the

complexity of the problem.

The closure cue for images can be extended to the

spatiotemporal domain, facilitating video segmentation.

In spatiotemporal closure, image contour fragments would

correspond to spatiotemporal surface fragments that lie

on appearance or motion boundaries. Segmenting the
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video would then correspond to grouping such surface

fragments into closed spatiotemporal surfaces. What

makes video segmentation challenging is the strong cou-

pling that exists between the estimation of an object’s

spatial support and the estimation of its motion pa-

rameters. On one hand, local motion estimates may be

unreliable, especially in untextured regions, and larger

spatial support is needed for accurate motion estima-

tion. On the other hand, appearance alone may not

be enough to recover the object’s spatial support in

cases of heterogeneous object appearance or low con-

trast with the background, and we may need to rely on

motion to define the correct spatial support for objects.

This chicken and egg problem forces most video seg-

mentation techniques to resort to restrictive modeling

assumptions or suboptimal solutions to the problem.

In this paper, we introduce a novel framework for

efficiently searching for optimal image and spatiotem-

poral closures. This is an extension of our work in [32]

about image closure and our work in [33] about spa-

tiotemporal closure. The current paper unifies the clo-

sure cost functions from the previous two papers, of-

fers more related work discussion, and additional anal-

ysis of the results. Fig. 1 illustrates an overview of

our approach for image closure. Given an image of ex-

tracted contours (Fig. 1(a)), we begin by restricting

contour closures to pass along boundaries of superpix-

els computed over the contour image (Fig. 1(b)). In this

way, our first contribution is to reformulate the prob-

lem of searching for cycles of contours as the problem

of searching for a subset of superpixels whose collective

boundary has strong contour support in the contour im-

age; the assumption we make is that those salient con-

tours that define the boundary of the object (our tar-

get closure) will align well with superpixel boundaries.

However, while a cycle of contours represents a single

contour closure, our reformulation exploits a mecha-

nism to encourage superpixel subsets that are spatially

coherent.

Spatial coherence is an inherent property of a cost

function that computes the ratio of perimeter to area.

We modify the ratio cost function of Stahl and Wang

[52] to operate on superpixels rather than contours, and

extend it to yield a cost function that: 1) promotes spa-

tially coherent selections of superpixels; 2) favors larger

closures over smaller closures; and 3) introduces a novel,

learned gap function that accounts for how much agree-

ment there is between the boundary of the selection and

the contours in the image. The third property adds cost

as the number and sizes of gaps between contours in-

crease. Given a superpixel boundary fragment (e.g., a

side of a superpixel) representing a hypothesized closure

component, we assign a gap cost that’s a function of the

(a) (b) (c)

(d)

Fig. 1: Overview of our approach for image closure: (a)

contour image – while we take as input only this contour

image, we will overlay the original image in the subse-

quent figures to ease visualization; (b) superpixel seg-

mentation of contour image, in which superpixel resolu-

tion is chosen to ensure that target boundaries are rea-

sonably well approximated by superpixel boundaries;

(c) a novel, learned measure of gap reflects the extent

to which the superpixel boundary is supported by ev-

idence of a real image contour (line thickness corre-

sponds to the amount of agreement between superpixel

boundaries and image contours); (d) our cost function

can be globally optimized to yield the largest set of su-

perpixels bounded by contours that have the least gaps.

In this case the solutions, in increasing cost (decreasing

quality), are organized left to right.

proximity of nearby image contours, their strength, and

their orientation (Fig. 1(c)). It is in this third property

that our superpixel reformulation plays a second impor-

tant role – by providing an appropriate scope of contour

over which our gap analysis can be conducted.

In our third contribution, the two components of

our cost function, i.e., area and gap, are combined in

a simple ratio that can be efficiently optimized using

parametric maxflow [29] to yield the global optimum.

The optimal solution yields the largest set of super-

pixels bounded by contours that have the least gaps

(Fig. 1(d)). Moreover, parametric maxflow can be used

to yield the top k solutions (see [8], for example). In

an object recognition setting, generating a small set of

such solutions can be thought of as generating a small

set of promising shape hypotheses which, through an

indexing process, could invoke candidate models that
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could be verified (detected). The use of such multiscale

hypotheses was shown to facilitate state-of-the-art ob-

ject recognition in images [35].

In our fourth and final contribution, we extend the

framework to detect spatiotemporal closure. Similar to

detecting contour closure in images, we formulate spa-

tiotemporal closure detection inside a spatiotemporal

volume (Fig. 2a) as selecting a subset of spatiotempo-

ral superpixels whose collective boundary falls on such

discontinuities (Fig. 2b). Our spatiotemporal superpix-

els, extending our superpixel framework in [34], provide

good spatiotemporal support regions for the extraction

of appearance and motion features, while limiting the

undersegmentation effects exhibited by other superpixel

extraction techniques due to their lack of compactness

and temporal stability.

We proceed by forming a superpixel graph whose

edges encode appearance and motion similarity of ad-

jacent superpixels (Fig. 2c). Next, we formulate spa-

tiotemporal closure. The notion of contour gap from

image closure detection is generalized to the cost of

a cut of a set of spatiotemporal superpixels from the

rest of the spatiotemporal volume, where the cut cost

is low for superpixel boundaries that cross appearance

and motion boundaries. Similarly, instead of normal-

ization by area, we choose to normalize by a measure

of internal motion and appearance homogeneity of the

selection, which is more appropriate for video segmen-

tation. The cost is again minimized using parametric

maxflow [29] that is not only able to efficiently find

a globally optimal closure solution, but returns multi-

ple closure hypotheses (Fig. 2e). This not only elimi-

nates the need for estimating the number of objects in

a video sequence, as all objects with the best closure

are extracted, but can result in hypotheses that over-

segment objects into parts or merge adjacent objects.

Multiple spatiotemporal segmentation hypotheses can

serve tasks such as action recognition, video synopsis

and indexing [45].

In the following sections, we begin by reviewing re-

lated work on image and video segmentation (Section 2).

Next, in Section 3, we formulate closure detection as

the selection of an optimal subset of superpixels and

define our cost function. We will also present an effi-

cient procedure for finding the global minimum of our

ratio-based cost function using parametric maxflow. In

Sections 4 and 5, we describe details specific to image

and spatiotemporal closure detections, respectively. In

Section 6, we evaluate our framework. For image clo-

sure, we compare it to two competing closure detec-

tion approaches. For spatiotemporal closure, we com-

pare our method to Normalized Cuts [51] on the same

superpixel graph. In Section 7, we discuss the strengths

and weaknesses of our approach, and outline plans for

future work. We draw conclusions in Section 8.

2 Related Work

Image and video segmentation pose two of the main

challenges in computer vision. In image segmentation,

one has to consider a prohibitive number of possible

pixel groupings or cycles of contour fragments that sep-

arate the figure from the background. In video segmen-

tation, the combinatorial nature of possible groupings is

even larger, and one needs to jointly estimate not only

an object’s spatial extent but also its motion. Using

prior information about object appearance, motion or

other scene content significantly simplifies the problem.

For instance, many segmentation techniques are formu-

lated as energy minimization problems that could be

solved using min-cut in an efficient manner. However,

the corresponding energy functions typically include

terms that require prior object knowledge in terms of

user interaction [6,48,30] or knowledge about object

appearance. We think of segmentation as a necessary

bottom-up preprocessing step for indexing or recogni-

tion, providing substantial reduction in the computa-

tional complexity of these tasks. It is therefore unclear

how segmentation methods that use strong prior knowl-

edge are applicable for object recognition from large

databases. To that end, we will not cover methods that

employ strong object or motion priors. We will split

our review into separate discussions of image and video

segmentation.

2.1 Contour Closure

We will begin our review with related work on closure

detection in images. Detecting closed contours in an im-

age has been addressed by many researchers in different

ways. One possible taxonomy for categorizing related

work is based on the nature of the prior information

used to constrain the grouping process. We focus on

methods that make no assumptions about scene con-

tent, although as we will see, many make assumptions

about the nature of parts that make up the objects in

the scene. In fact, some methods incorporate low-,mid-,

and high-level shape priors, as exemplified by Ren et al.

[47]. We will also not cover methods focused solely on

contour completion, e.g., Ren et al. [46] and Williams

and Jacobs [63], although the regularities exploited by

such approaches can clearly play a powerful role in de-

tecting closure.

Many researchers have exploited the classical Gestalt

cues of parallelism and symmetry to group contours.
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(a) (b) (c) (d)

(e)

Fig. 2: Overview of our approach for spatiotemporal closure. (a) Spatiotemporal volume; (b) Spatiotemporal

superpixels; (c) Superpixel graph with edges encoding appearance and motion affinity; (d) Optimizing our spa-

tiotemporal closure corresponds to finding a closed surface cutting low affinity graph edges; (e) Our optimization

framework results in multiple multiscale hypotheses, corresponding to objects, objects with their context, and

object parts.

Lowe’s [36] early work on perceptual grouping was one

of the first to develop a computational model for paral-

lelism, collinearity, and proximity. Many computational

models exist for symmetry-based grouping, including

Brady and Asada [7], Cham and Cipolla [9], Saint-Marc

et al. [49], Ylä-Jääski and Ade [64], and more recently,

Stahl and Wang [53]. One significant challenge faced

by these systems is the complexity of pairwise contour

grouping to detect symmetry-related contour pairs. Our

work in [31] attempts to overcome this computational

complexity limitation by constraining the symmetric

parts to collections of superpixels. This paper draws

on this idea of grouping superpixels, but will relax the

symmetry constraint and focus on the more generic per-

ceptual grouping rule of closure.

Further down the spectrum of prior knowledge are

methods based on weaker shape priors than parallelism

and symmetry. For example, Jacobs [25] uses convexity

as well as gap to extract closed contours by grouping

straight line segments. A less restrictive measure is that

of compactness, which can be attained by normalizing

the gap by area (Estrada and Jepson [19,20], Stahl and

Wang [52]). Some measure of internal homogeneity can

also be used (Estrada and Jepson [20], Stahl and Wang

[52]), provided that the inside of the region is easily

accessible.

Finally, we come to the most general methods that

compute closure using only very weak shape priors, such

as continuity and proximity. The most basic closure-

based cost function uses a notion of boundary gap,

which is a measure of missing image edges along the

closed contour. Elder and Zucker [17] model the prob-

ability of a connection between two adjacent contour

fragments, and find contour cycles using a shortest path

algorithm. Wang et al. [57] optimize a measure of aver-

age gap using the ratio cut approach. However, a mea-

sure based purely on the total boundary gap is insuffi-

cient for perceptual closure. Elder and Zucker [16] ar-

gue that the distribution of gaps along the contour is

also important. Williams and Hanson [62] addressed the

problem of perceptual completion of occluded surfaces,

formulated as the problem of computing a labeled knot-

diagram representing a set of occluded surfaces from

observed image contours. While formulated as an ele-

gant combinatorial optimization problem, for which an

optimal solution was available, the approach was only

tested on synthetic images.

All the above methods suffer from the high complex-

ity of choosing the right closure from a sea of contour

fragments. To cope with complexity, they either resort

to heuristics to prune the search (e.g., [25]) or constrain

the search space by other means (e.g., restricting the

closure to alternating gap/non-gap cycles [52]). Zhu et

al. [65] propose a solution that embeds the edge frag-

ments into polar coordinates such that closed contours

correspond to circles in that space; however, their goal

is to better detect object contours, and they do not

group the contours into closed boundaries. The method

of Jermyn and Ishikawa [27] is perhaps the closest to

our work. Similar to [57,52], they minimize closure cost

using ratio cuts, but unlike [57,52] who operate on con-

tour fragments, [27] works directly with pixels in a 4-
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connected image grid. This allows for the minimization

of many different closure costs (including our own) by

globally optimizing ratio cuts in a simply connected

planar graph. However, individual pixels provide poor

scope for gap computation. In contrast, our superpix-

els not only provide greater scope for gap computation

(which in our case is learned), but provide greater scope

for the incorporation of internal appearance-based affin-

ity. Finally, while their solution is optimal, it does not

provide a set of optimal solutions that capture closures

at multiple scales.

There are two concurrent works that do extract mul-

tiple figure/ground, similar to our method. The first is

the work of Endres and Hoiem [18]. They too start with

superpixels, but generate multiple proposals by varying

the parameters of a Conditional Random Field built

over a superpixel graph. In contrast, we are not chang-

ing the parameters of our energy function and minimize

a closure cost based on the powerful and ubiquitous in-

termediate shape prior of closure. Similarly, while Car-

reira and Sminchisescu [8] employ the same paramet-

ric maxflow approach to efficiently extract multiple fig-

ure/ground hypotheses, they do not relate their cost

to a known perceptual grouping cue such as closure.

Moreover, unlike our approach, [8] works with image

pixels, rather than superpixels or contour fragments,

making it harder to encode more promising affinity in-

formation during grouping. Finally, neither method is

extended into spatiotemporal segmentation.

In this paper, our goal is to find closed contour

groups in an efficient manner. To that end, we use su-

perpixels to constrain the search space of the resulting

closures. Superpixels also provide an easy way to access

internal region information (such as region area). More-

over, superpixel boundaries provide better scope for

gap computation, as opposed to most previous meth-

ods that linearize the output of an edge detector and

fill the gaps with straight line fragments. On the op-

timization side, we show that parametric maxflow [29]

can be used not only to recover the global optimum

of closure costs similar to that of Stahl and Wang [52]

and Jermyn and Ishikawa [27], but can also be used to

recover a multiscale set of closure hypotheses.

2.2 Spatiotemporal Closure

A full interpretation of a dynamic scene is a great chal-

lenge in computer vision. Tracking methods often adopt

a high-level probabilistic scene representation, where

objects are modeled as low-dimensional state vectors

whose probability at any given instance is a function

of the observed data and the temporal dynamics. Infer-

ring object states in real world motion sequences is dif-

ficult due to occlusion, camera motion, and variability

in object appearance, dynamics, and shape. As a result,

tracking techniques are forced to restrict their models

of observed data likelihood and motion [60,4], or resort

to approximation techniques to infer object states [24,

11]. In contrast, our focus in this paper is on spatiotem-

poral segmentation. Unlike tracking, where objects are

represented at a high level, spatiotemporal segmenta-

tion is a low-level task that aims to automatically ex-

tract precise object boundaries given generic perceptual

grouping regularities, such as similarity, proximity and

common fate (motion similarity).

Spatiotemporal segmentation methods can be di-

vided into two categories, layer-based approaches and

generic segmentation techniques (a good review is pro-

vided in Megret and Dementhon [40]). In the first cat-

egory, a scene is represented using overlapping layers,

with each layer capturing a coherently moving object

or part [56,59,58,28,26]. Most such approaches are lim-

ited by either assuming a fixed number of layers, as-

suming a restricted motion model per layer, or resort-

ing to suboptimal techniques that iteratively estimate

the spatial extent and the motion of each layer. Nev-

ertheless, this strong global model of a scene enables

layer-based methods to successfully segment objects in

video sequences in the presence of occlusion, appear-

ance changes, and other effects. In this work, however,

we will focus on more generic, less constrained models

for spatiotemporal segmentation.

The second category of approaches does not use

strong models and attempts to segment a video based

on generic spatiotemporal information. Methods mainly

differ in their segmentation algorithms and their treat-
ment of the spatiotemporal volume, with some methods

analyzing the volume in a framewise manner and others

treating it as a single 3D entity. One set of techniques

models moving objects with active contours. In Bascle

and Deriche [3], motion is modeled with a global warp

which is computed by correlating internal region ap-

pearance in successive frames. Following the warp, how-

ever, only appearance information is used to update the

region’s contour. Paragios and Deriche [43] propose an

elegant geodesic active contour formulation. Unlike [3],

both motion and appearance information are used in

active contour evolution and their level-set framework

enables them to easily handle the splitting and merging

of contours. However, they assume a static background

model to facilitate automatic contour initialization and

tracking. A similar method is proposed by Chung et al.

[10], who employ the EM framework to iterate between

region motion estimation and segmentation using ac-

tive contours, but unlike [43] do not rely on a static

background. Cremers and Soatto [12] propose a more
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global approach and treat the spatiotemporal volume as

a single entity instead of working with pairs of frames.

However, their approach provides no automatic initial-

ization and does not estimate the number of objects in

a scene.

A different set of techniques opts for a dominantly

bottom-up approach, and finds spatially and tempo-

rally coherent clusters. Similar to methods based on

active contours, some of these approaches handle the

spatiotemporal volume in a framewise fashion [42,55,

14,1,44]. While such techniques are applicable to real-

time segmentation, some opt to treat the video stack as

a single entity facilitating more global constraints. De-

menthon [13] and Greenspan et al. [22] are examples of

two techniques that represent videos with distributions

in a low-dimensional feature space (7D in [13] and 6D

in [22]). While such model allows support the efficient

segmentation of videos by employing non-parametric

(a mean-shift-based technique in [13]) or parametric

(GMM in [22]) clustering, low-dimensional models can

be restrictive for many motion sequences. Instead of

explicitly modeling video sequences in some Euclidean

space, segmentation can be formulated as an optimiza-

tion of a global cost that is based on pairwise similar-

ities between neighboring points in the spatiotemporal

stack. For example, in [50,21], video segmentation is

formulated as a normalized cuts problem, further ex-

tended by Huang et al. [23] to handle more global in-

teractions. Our approach falls in this category as it also

defines a global cost function. However, unlike Ncuts-

based techniques that are forced to resort to approxi-

mate solutions, we are able to find an exact global op-

timum of our cost. Moreover, the number of partitions

does not have to be specified a priori, as we automati-

cally detect a multiscale set of spatiotemporal clusters.

3 Problem Formulation

3.1 Closure Cost

We formulate closure detection as a superpixel selection

problem. Detecting closure is formulated as finding a

subset of superpixels that minimizes a cut-based closure

cost over a superpixel graph, with graph edges encoding

superpixel similarity. For contour closure detection in

images, the graph consists of image superpixels, while

for video segmentation, the graph will consist of spa-

tiotemporal superpixels. However, minimizing the cut

alone unfairly penalizes larger selections. It was previ-

ously shown (see [52] or [51], for example) that normal-

ization of the cut by a measure that is proportional to

the size of the selection yields better results. We adopt

this measure and design a closure cost that is a ratio of

a cut to a selection size, where size can measure the area

or the appearance homogeneity of the selection, for ex-

ample. Optimizing this cost over superpixels enables us

to efficiently recover coherent spatial and spatiotempo-

ral segments out of an exponential number of superpixel

subsets.

Formally, let SG = (V,W ) be a superpixel graph

with nodes V corresponding to superpixels and W cor-

responding to weights on graph edges. Let X ∈ {0, 1}N
be a superpixel indicator vector, where N = |V | is the

number of superpixels. We further define an edge weight

Wij to encode the similarity between two superpixels i

and j that are connected by an edge. Wij = 0 if su-

perpixels i and j have no edge between them. For con-

venience, let Di =
∑
jWij . Finally, let S : V → R+

be an arbitrary non-negative function over superpixels,

corresponding to some measure of superpixel size. For

simplicity we will denote Si = S(vi). Our closure cost

is defined as follows:

C(X) =
cut(X)

size(X)
=

∑
ij Xi(1−Xj)Wij∑

i SiXi
(1)

=

∑
iDiXi − 2

∑
i<j XiXjWij∑

i SiXi

where cut(X) is the sum of the affinities of all the edges

between selected (Xi = 1) and unselected (Xi = 0) su-

perpixels, and size(X) is the total size of the selected

superpixels. Minimizing the ratio C(X) is equivalent to

minimizing the numerator cut(X) while maximizing the

denominator size(X). The cut between selected and un-

selected superpixels is small when selected superpixels

are strongly dissimilar from the rest. Normalization by

size pushes the solution towards large and compact sub-

sets of superpixels. Manipulating the semantics of the

edge weights W and the size S makes our framework

generic for various types of closure costs. For example,

by setting Wij to measure the gap between spatially

adjacent superpixels and setting Si to be the area of

i-th superpixel, we reduce the cost in Eqn. 1 to that of

Stahl and Wang [52]. If we let Wij be a generic mea-

sure of similarity and set Si = Di, our cost becomes

the unbalanced Normalized Cuts cost. We can also set

Si = 1 to normalize by the number of superpixels in

the selection. Sections 4 and 5 provide details on the

graph construction and the settings for W and S that

we used for contour closure and spatiotemporal closure

detection, respectively. Note that in the current form

Eqn. 1 has a trivial solution by setting X to be a vec-

tor of ones. This issue can be resolved by penalizing

some superpixels. Specific details on this penalty will

be given in sections 4 and 5.
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3.2 Optimization using Parametric Maxflow

It has been known for some time that ratios of real

variables that adhere to certain constraints can be min-

imized globally [15] . Instead of minimizing the ratio

R(x) = P (x)
Q(x) directly, one can minimize a parametrized

difference E(x, λ) = P (x) − λQ(x). It can be shown

that the optimal λ corresponds to the optimal ratio
P (x)
Q(x) and can be efficiently recovered using a binary

search or Newton’s method for fractional optimization.

The constraints on the ratio guarantee that the result-

ing difference is concave and thus can be minimized

globally.

In the case of binary variables, ratio minimization

can be reduced to solving a parametric maxflow prob-

lem. Kolmogorov et al. [29] showed that under certain

constraints on the ratio R(x), the energy E(x, λ) is sub-

modular and can thus be minimized globally in polyno-

mial time using min-cuts. Converting our closure cost

C(X) in Eqn. 1 to a parametrized difference results in

a submodular cost C(X, λ), making the method in [29]

applicable for minimizing the ratio C(X).

C(X, λ) = cut(X)− λ · size(X) (2)

=
∑
i

DiXi − 2
∑
i<j

XiXjWij − λ
∑
i

SiXi

In fact, the method in [29] does not simply optimize

the ratioR(x), but finds all intervals of λ (and the corre-

sponding x) for which the solution x remains constant.

Different λ’s correspond to different weights of the cut

against the selection size. Parametric maxflow can op-

timize the above parametrized cost, and efficiently find

all the different breakpoints (interval boundaries) of λ

with stationary optimal solutionX, resulting in a mono-

tonically increasing sequence of breakpoints λ0, λ1, λ2,

. . . , λK . Kolmogorov et al. [29] show that while the so-

lution X∗ in range 0 ≤ λ ≤ λ0 corresponds to the

global minimum of C(X), consecutively larger break-

points λ1, λ2, . . . , λK are also related to ratio optimiza-

tion. In fact, the optimal solution Xi of C(X, λ) in

the interval [λi, λi+1], is also an optimal solution of

minsize(X)≥T C(X), where T = size(Xi). Therefore,

employing parametric maxflow results in several closure

solutions where optimal cuts are found with increasing

size constraints. We refer the reader to [29] for more

details on the parametric maxflow method.

Solving for all breakpoints can be exponential if the

number of breakpoints is exponential, but is polynomial

for obtaining a global optimum. Moreover for mono-

tonic parametric maxflow (as is the case of the model

given by Eqn. 2) the number of breakpoints is linear

in N (number of nodes in the graph). In our experi-

ments, a solution is obtained in a fraction of a second

for a graph of 200 superpixels nodes (contour closure),

as there are typically less than 10 breakpoints. The

method takes approximately one second for a graph of

several tens of thousands of superpixels (as it arises in

spatiotemporal closure problems).

4 Image Closure

4.1 Image closure cost

As mentioned in Section 1, our framework reduces group-

ing complexity by restricting closure to lie along super-

pixel boundaries. This restriction provides us with a

better context to incorporate mid-level cues in our clo-

sure cost computation. Furthermore, as we show below

and illustrate in Fig. 3 , having disjoint superpixels en-

ables us to formulate the total gap around a region as

a quadratic function of superpixel indicator variables,

which in turn allows us to efficiently minimize the clo-

sure cost using parametric maxflow.

Given a contour image I(x, y)1, we first segment it

into N superpixels. We use a modified version of the su-

perpixel segmentation method of Mori et al. [41] ([41]

uses the Pb edge detector [39], while we use globalPb

[38]), but any other fast superpixel extraction method

can be used. Note that our spatiotemporal closure in the

next section uses a modified version of Turbopixels [34],

as Turbopixels are reasonably fast and naturally ex-

tendable to the spatiotemporal domain. For image clo-

sure we choose the method of Mori et al. [41] as it pro-

vides slightly better boundaries at the expense of com-

putational speed. Recall that our goal will be to select

a maximal set of superpixels which have high spatial
coherence and whose boundary has strong contour sup-

port in the image. Drawing on Stahl and Wang [52], we

define the closure cost to be C(X) = G(X)
A(X) , where G(X)

is the boundary gap along the perimeter of (the “on”

superpixels of) X, and A(X) is its area. Boundary gap

is a measure of the disagreement between the boundary

of X and is defined to be G(X) = P (X)−E(X), where

P (X) is the perimeter of X and E(X) is the “edginess”

of the boundary of X. Out of the total number of pixels

along the boundary of X, P (X), edginess is the num-

ber of edge pixels, with the edginess of image boundary

pixels defined to be 0.

The above closure cost can be reduced to the generic

closure cost formulation in Eqn. 1 by appropriately set-

ting the edge weights W and the size measure S. Specif-

ically, let Pij be the length of the shared edge between

superpixels i and j. Similarly, let Eij be the edginess

1 The contour image takes the form of a globalPb image
[38].
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Fig. 3: Boundary gap computation over superpixel

graph. S1, S2, S3, and S4 correspond to superpixels that

were selected. Gi and Gij are the boundary gap of su-

perpixel i and the gap on the edge between superpixels

i and j, respectively. The gap along the boundary of

the selection (red) is then G1234 = G1 +G2 +G3 +G4−
2 (G12 +G13 +G14 +G23 +G34).

of the shared boundary between the two superpixels.

Given these definitions, Gij = Pij − Eij is the super-

pixel gap on the boundary between superpixels i and j.

Note that Gi =
∑
j Gij is the total gap on the bound-

ary of the i-th superpixel. Finally, let Ai be the area of

superpixel i. By setting the edge weight Wij = Gij and

Si = Ai, the cost in Eqn. 1 becomes:

C(X) =
gap(X)

area(X)
=

∑
iGiXi − 2

∑
i<j XiXjGij∑

iAiXi
(3)

The denominator in the above ratio simply adds

the individual areas of all selected superpixels. Normal-

ization by area not only promotes spatial coherence2

but also promotes compactness. In Section 6 we show

that given two possible paths (with strong edge sup-

port) the method will prefer a compact path over one

with deep concavities. Specifically, for two solutions X

and Y of the same size (A(X) = A(Y)) and with

the same amount of contour support (E(X) = E(Y)),

C(X) < C(Y) if P (X) < P (Y). This in turn means

that X is the more compact of the two solutions. The

numerator of the cost is more complicated. To compute

the gap along the perimeter, we first accumulate the

individual gaps for all the selected superpixels. How-

ever, for selected superpixels that share boundaries,

2 While spatial coherence is promoted, it is not guaran-
teed. Since minimizing Eqn. 3 can occasionally result in dis-
connected sets of superpixels, we further guarantee connect-
edness by selecting the largest-area connected component of
X.

adding individual superpixel gaps would incorrectly in-

clude gaps that are not on the boundary of the selection.

Moreover, for every internal boundary, the boundary

gap is doublecounted (once for each of the superpix-

els that share that boundary). Therefore, we need to

correct the measure by subtracting the gap twice for

all internal boundaries. Note that if two superpixels do

not have a shared boundary, then both Pij and Eij will

be 0. As a result, Wij = Gij = 0, indicating that super-

pixels i and j have no edge in the superpixel graph SG.

Furthermore, superpixels that touch the image bound-

ary incur a natural penalty as all image boundary pix-

els have 0 edginess. As a result, closures are discouraged

from touching the image boundary thereby avoiding the

trivial solution discussed in section 3.1. Fig. 3 illustrates

the gap computation for a simple superpixel graph. In

the next section, we introduce our gap measure, and

show how it can be learned from training data.

4.2 Learning the gap measure

Most approaches to detecting contour closure (e.g., [52])

typically define gap as simply the length of the missing

contour fragments, i.e., the length of that portion of the

closure that covers no image edges. In order to ground

our gap measure using image evidence, as well as incor-

porate multiple contour features for gap computation,

we learn it from ground truth. In Section 4.1 we define

the gap on the boundary between a pair of superpix-

els i and j as Gij = Pij − Eij . Specifically, if EPij is

the set of pixels on the boundary between superpixels

(i, j), then Pij = |EPij| and Eij =
∑
p∈EPij

Epij , where

Epij = [P (fp) > Te] is an edge indicator for pixel p (P (·)
is a logistic regressor and fp is a feature vector for pixel

p). Notice that we threshold the edginess measure in-

stead of using it directly. Te is a necessary threshold on

the edginess measure. Since the distribution of edges

in the training set is not necessarily the same as for

test images, this parameter controls the contribution of

weak edges. Moreover, Te lets us control the relative (to

the area) effect of the gap on the closure cost (similar

to α in [52]). Decreasing it results in smaller structure

generation and increases the number of potential solu-

tions generated by the algorithm. We analyze the per-

formance of our method as a function of this parameter

in Section 6.

Given a pixel p on the superpixel boundary, the fea-

ture vector fp is a function of both the local geometry

of the superpixel boundary and the detected image edge

response in its neighbourhood. The feature vector con-

sists of three components (see Fig. 4):
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Fig. 4: Contour features for learning the gap mea-

sure. Black curves correspond to superpixel bound-

aries, while the red curve corresponds to detected im-

age edges. The features that are used for edge weight

computation at superpixel boundary pixel p are: 1) dis-

tance d between p and q, where q is the closest point

to p among the detected image edges; 2) image edge

strength at q; and 3) the alignment, computed as the

absolute value of the cosine of the angle between v and

w.

1. Distance to the nearest image edge; closer edges pro-

vide stronger evidence.

2. Strength of the nearest image edge; stronger edges

provide stronger evidence.

3. Alignment between the tangent to the superpixel

boundary point and the tangent to the nearest im-

age edge; aligned edges provide stronger evidence.

Given a dataset of images with manually labeled

figure/ground, we map the ground truth onto super-

pixels. Our training data consists of all pixels falling on

superpixel boundaries where positive training data con-

sists of pixels that fall on figure/ground boundaries and

negative training data consists of all the other pixels

on superpixel boundaries. We collect our training data

from the Weizmann Horse dataset and use it to train

a logistic classifier over the feature vector fp to predict

the likelihood of p being on an object boundary. Note

that our aim is to simply learn the best generic weights

for combining the gap features and not train a bound-

ary detector for horses. The same logistic parameters

are used for the gap measure throughout this paper.

In addition to learning from all of the above features,

we also learn from feature subsets. Fig. 5 illustrates the

effect of incrementally adding more features by eval-

uating boundary precision and recall on a test set of

images from the Weizmann Horse dataset; the thick-

ness of the boundary between each pair of superpixels

in Fig. 5(b) corresponds to the average edge probabil-

ity of its superpixel boundary pixels, accumulated for

all pixels on the superpixel boundary. Using all three

features results in the best performance, in terms of re-

taining object boundary edges while suppressing other

edges.

5 Spatiotemporal Closure

5.1 Spatiotemporal closure cost

For spatiotemporal closure detection, we define our clo-

sure cost to be the unbalanced normalized cuts cost over

a superpixel graph. Given a superpixel segmentation of

every frame in a video, we start by building a superpixel

graph with spatial and temporal connections. Note that

in the case of spatiotemporal closure, the set of vertices

V in the superpixel graph SG consists of superpixels

from all the frames combined. We connect each super-

pixel to its spatial and temporal neighbors and define

an affinity Wij for each pair of neighboring superpixels i

and j, encoding their appearance and motion similarity.

Our spatiotemporal closure cost becomes:

C(X) =
cut(X)

volume(X)
=

∑
iDiXi − 2

∑
i<j XiXjWij∑

iDiXi

(4)

where cut(X) is the sum of the affinities of all the

edges between selected and unselected superpixels, and

volume(X) is the sum of all the affinities originating

from the selected superpixels. The cut between selected

and unselected superpixels is small when selected super-

pixels are strongly separated from the rest in terms of

their appearance and motion. Normalization by volume

pushes the solution towards large and compact subsets

of superpixels that have homogeneous appearance and

motion. The spatiotemporal closure cost in Eqn. 4 is

similar to our 2D contour closure cost in Eqn. 3, with

the exception that the numerator measures the cut in-

stead of the gap and is normalized by affinity volume

instead of area. We will also show that the affinities

Wij can include the length of the boundary between

superpixels or their area. This gives larger superpixels

greater influence.

Our closure detection algorithm consists of several

stages. We start by extracting superpixels for each frame

of the video. Subsequently, we construct a graph where

each superpixel is a node connected to its spatial and

temporal neighbors. Each edge in the graph is assigned

a weight that measures the degree of superpixel sim-

ilarity. Once the graph is built, the cost in Eqn. 4 is

optimized using parametric maxflow. Finally, we post-

process the solutions to detect connected components,

remove similar or spurious results, and generate other

potentially good solutions. The following subsections
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Fig. 5: Superpixel boundary edginess as a function of different features. Adding more features results in a better

edginess measure (a) Quantitative evaluation - precision/recall of contour points using different features (D -

Distance, S - Strength, A - Alignment); (b) Qualitative evaluation (ordered left to right). For example, the edginess

of superpixel boundaries that cross the legs becomes weaker as alignment is added and the shadow edge on the

body becomes weaker as strength is added (red ellipses mark edges where the change is particularly visible).

describe each of these stages3. Next, we’ll provide more

details about spatiotemporal superpixel extraction, su-

perpixel graph construction, as well as some post pro-

cessing steps.

5.2 Superpixel Extraction

We begin by extracting superpixels from every frame

using the TurboPixels approach of Levinshtein et al.

[34]. Instead of using the algorithm in its standard form,

we modify it to obtain more temporally coherent super-

pixels. We start by extracting superpixels in the first

frame using the original form of the superpixel algo-

rithm in [34]. Instead of reseeding the superpixels in the

3 See the Approach Overview section at http:

//www.cs.toronto.edu/~babalex/SpatiotemporalClosure/

supplementary_material.html for a graphical overview of
the method.

next frame on a regular grid, we use the current frame’s

superpixels to drive the seeding procedure. We first

compute the optical flow using the Lucas-Kanade (LK)

algorithm [37]. The LK algorithm returns the flow for

every pixel in every frame, together with a confidence

measure. For every superpixel, we compute a weighted

average of the flow over all reliable pixels, where pixels

that are closer to the superpixel centroid have larger

weights. Superpixels with an insufficient number of re-

liably flowing pixels get a flow of (0, 0). The result is

a superpixel flow, with motion flow vector Vi for every

superpixel i (Fig. 6).

Taking the superpixel flow for every superpixel, we

project the center of each superpixel to the next frame

according to the computed flow. These projected cen-

ters serve as the initial seeds for the superpixel evolu-

tion in the next frame. We repeat this process for all

video frames, giving us a much more temporally stable
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Fig. 6: Superpixel flow. The arrow within each super-

pixel indicates the motion flow vector of this superpixel.

Yellow arrows indicate reliable flows, while red arrows

correspond to unreliable flows.

superpixel segmentation. In addition, we also modify

the superpixel algorithm to use a Pb-based [39] affinity

rather than the original grayscale gradient-based affin-

ity proposed in [34]4.

5.3 Superpixel Affinity

Once superpixels are extracted, we connect them us-

ing spatial and temporal edges. Every edge is assigned

a weight Wij that measures the similarity of the two

superpixels (Fig. 2c). To form spatial connections, we

find the immediate spatial neighbors of each superpixel

in each frame. Spatial neighbors of superpixel i are de-

fined as superpixels in the same frame that share some

boundary with superpixel i. The formation of tempo-

ral connections follows the same approach as used in

the superpixel extraction technique. Each superpixel in

frame f (except the superpixels in the last frame) is

connected to one superpixel in frame f + 1. The corre-

spondence is determined based on the superpixel flow

vectors. The center of superpixel i from frame f is pro-

jected to frame f + 1 according to the superpixel flow

Vi. We form an edge between superpixels i and j, where

superpixel j is the superpixel in frame f + 1 that con-

tains the projected center of superpixel i.

Motivated by [23], our superpixel affinity Wij for

a spatial edge (i, j) is defined as the combination of

appearance (W a
ij) and motion (Wm

ij ) affinities. The ap-

pearance affinity is obtained by computing the intersec-

4 See the Superpixel Extraction section at http:

//www.cs.toronto.edu/~babalex/SpatiotemporalClosure/

supplementary_material.html for a better visualization
of superpixel extraction and comparison with the original
Turbopixels approach.

tion of the grayscale histograms (or color, if available)

histograms of the two superpixel regions (we use 30 bin

histograms for grayscale and 4 × 4 × 4 histograms for

RGB). Motion affinity is computed using the flow vec-

tors, Vi and Vj, and is equal toWm
ij = 1− ‖Vi−Vj‖

max{‖Vi‖,‖Vj‖}
capped to the range (0, 1). Since our superpixel graph

incorporates superpixel flow already, we include the mo-

tion affinity only for spatial edges. Finally, to give larger

superpixels more influence, we augment the affinity by

weighting it with the product of areas of the two super-

pixels (Ai and Aj). Combining that with the restriction

of not grouping two superpixels if their appearance or

motion is dissimilar, we obtain:

Wij =


AiAj min

(
W a
ij ,W

m
ij

)
, (i, j) are in

the same frame

AiAjW
a
ij , (i, j) are in

different frames

(5)

Since our graph has edges for only a small spatial neigh-

borhood of superpixels with edge affinities encoding

both appearance and motion, we will refer to it as S-

AM. In Section 6, we will compare this graph construc-

tion to other graphs with modified spatial connectivity

and different superpixel affinities.

5.4 Optimal Cuts for Each Shot

At this point, we have a superpixel graph and apply

the parametric maxflow framework to optimize the cost

given in Eqn. 4. Prior to running the optimization frame-

work, we first detect the shot boundaries in the video

with the goal of independently finding closures for each

shot.

Temporal superpixel edges across shot boundaries

are unreliable. Thus if a video is composed of multi-

ple shots, running the optimization on the whole video

results in undesirable solutions. Since this is not the

focus of this work, we take a very simplistic approach

to shot boundary detection. Similar to the appearance

affinity between superpixels, we compute an appear-

ance affinity between consecutive frames by comparing

the grayscale histograms of whole frames using the his-

togram intersection kernel. This results in a F − 1 di-

mensional vector of consecutive frame affinities (where

F is the number of frames). The shot boundaries cor-

respond to the detected minima in this vector (Fig. 7).

Given the detected shots, we build a subgraph for every

shot by selecting the superpixels and the edges that are

contained in the shot. We optimize the cost in Eqn. 4

for all the subgraphs and concatenate the results.
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shot boundaries.

Note that as mentioned in section 3.1, optimizing

the cost in Eqn. 4 directly results in a trivial solu-

tion where all the superpixels are selected for which

cut(X) = 0 and volume(X) > 0, resulting in C(X) = 0.

Moreover, we want to be able to weaken affinities in or-

der to handle the cases of potential bleeding between

foreground and background due to appearance or mo-

tion similarity. We solve the first problem by introduc-

ing infinite penalties for a subset of superpixels in the

graph, preventing the trivial solution. Specifically, for

each superpixel i that we want to exclude from the se-

lection, the term DiXi in the numerator of Eqn. 4 is

replaced with ∞. We run the optimization six times

for each shot. In the first four runs, all the superpixels

on the left, right, top, and bottom frame boundary re-

spectively, are assigned an infinite penalty. In the two

additional runs, we assign infinite penalties first to all

top and bottom superpixels, and then to all left and

right superpixels. To handle the second issue, we aug-

ment the closure affinity in Eqn. 5 to :

W ′ij =


AiAj

(
min

(
W a
ij ,W

m
ij

))α
, (i, j) are in

the same frame

AiAj
(
W a
ij

)α
, (i, j) are in

different frames

(6)

The exponent α controls the contribution of weak affini-

ties. Increasing the exponent effectively lowers all the

affinities towards 0, thereby preventing bleeding, but

also increases the relative difference between weak and

strong affinities. In the results section, we will analyze

the effect of changing α on performance and suggest an

optimal value for α.

5.5 Post-processing

Running parametric maxflow on the spatiotemporal su-

perpixel graph results in hundreds and sometimes thou-

sands of breakpoints. Some of the solutions differ by a

very minor increase in area, while others contain multi-

ple connected components. Furthermore, there are cases

where the closure costs of some desirable solutions are

small but not minimal, causing such solutions to be

missed. Since our goal is to yield a small number of spa-

tiotemporal hypotheses that capture coherently moving

objects in the scene, we post-process the results to nar-

row down the number of solutions to a smaller number

and in the process generate additional good solutions.

Post-processing consists of the following 3 stages:

1. Filtering solutions and generating new ones

by analyzing the area change: As previously

stated, parametric maxflow results in solutions that

minimize the cut with increasing area constraints.

Some solutions corresponding to consecutive break-

points (λi, λi+1) are almost equivalent in their su-

perpixel selections and differ by a very small in-

crease in area. We filter out the solutions where such

an increase is insignificant (less then 1% of relative

area increase). Conversely, for all other solutions, we

detect consecutive solution pairs where the relative

area increase is above a threshold (more than 5%)
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and generate a new solution subtracting one super-

pixel subset from another.

2. Selecting connected components and remov-

ing small solutions: Some solutions up to this

point contain only a few superpixels or select su-

perpixels in a very small number of frames. We fil-

ter out these solutions by keeping only the solutions

with at least 2 superpixels, with total area that is at

least 1% of the frame area, and that participate in

at least 5 frames. We run a connected components

analysis for all the remaining solutions. Each solu-

tion that contains multiple connected components

in space-time is split, generating one solution for

each connected component.

3. Removing duplicate solutions: The above post-

processing steps can result in the generation of du-

plicate solutions. In this final step, we remove du-

plicate solutions.

For our test videos, this post-processing step reduces

the number of solutions of a single run of parametric

maxflow from several hundreds to an average of 20−80

solutions.

6 Results

6.1 Image closure results

We compare our work, which we refer to as superpixel

closure5 (SC), to two other contour grouping methods:

Estrada and Jepson (EJ) [20] and a version of ratio con-

tours (RRC) from Stahl and Wang [52]. We provide a

qualitative evaluation on various images (see Fig. 10),

as well as quantitative evaluation on two datasets, the

Weizmann Horse Database (WHD) [5] and the Weiz-

mann Segmentation Database (WSD) [2]. Learning the

gap measure (Section 4.2) is accomplished on the first

30 images from WHD. For testing, we use 170 addi-

tional images from WHD and all 100 images from WSD.

6.1.1 Quantitative Evaluation

For a quantitative evaluation of the results, we use the

F-measure, F = 2RP
R+P , where R and P are recall and

precision, respectively, of the solution relative to the

ground truth. Specifically, if A is the set of pixels cor-

responding to the solution and Agt is the ground truth,

then R =
|A∩Agt|
|Agt| and P =

|A∩Agt|
|A| . Given K solutions,

the algorithm is said to perform well if the object’s oc-

cluding boundary is well-captured by one of the pro-

posed solutions. Thus, we select the solution with the

5 Matlab code for our method is available at http://www.

cs.toronto.edu/~babalex/closure_code.tgz.

best F-measure relative to the ground truth. We aver-

age the “per-image” F-measure for all the images (and

three ground truth segmentations in WSD) in a dataset

and report the result.

Fig. 8 shows the results of the three methods for

increasing values of K. We chose the parameters that

lead to the best performance for K = 10 for all three al-

gorithms and fixed them for the entire experiment. For

EJ, we used a Normalized Affinity Threshold (τaffty)

of 0.01, with the line segments generated by fitting the

globalPb output. For RRC, we used λ = 0 and α = 1.

We have modified the RRC code to use globalPb-based

line segments instead of the original Canny edge-based

lines segments. For our method, we fixed the number

of superpixels to 200 and set Te = 0.05, giving us

best performance at the high range of K. Since the

resulting solutions can be thought of as shape hypothe-

ses for object recognition, we believe that the perfor-

mance for some reasonably small value of K > 1 is

more important than obtaining a single best contour

(K = 1)6. For K = 10, SC (EJ, RRC) obtains an av-

erage F-measure of 79.72% (77.23%, 69.86%) on WHD

and 87.19%7 (78.44%, 76.84%) on WSD.

We outperform the competing approaches on both

datasets for a setting of K = 10 (obtaining a compa-

rable performance to EJ on the horses dataset), which

we attribute to the superpixel formulation, as well as

the optimal closure finding method in our framework.

On the WHD, both SC and RRC perform significantly

worse than on WSD, while EJ performs similarly. This

is likely due to the lower compactness of objects in the

horse dataset (average isoperimetric ratio of 0.15, com-

pared to 0.4 in WSD). Moreover, in many images there

is a more compact path that includes the gap between

the horse’s legs due to shadow or ground edges. In addi-

tion, a significant number of images in the horse dataset

have a picture frame boundary around the image. These

boundaries provide the largest and most compact solu-

tions, and are therefore found by SC instead of finding

the horse. Interestingly, EJ still performs well on the

horse dataset (unlike SC and RRC). This is most likely

due to its reliance on internal appearance, which is def-

initely homogeneous for horses. Since Te is set so low

(Te = 0.05), we detect many small structures, capturing

texture elements or object parts whose closure cost is

lower than that of the actual figure object. As a result,

6 SC can be tuned (see Fig. 9) to perform better for K = 1
at a small expense of performance for higher K’s.
7 For WSD, there are three ground truth segmentations per

image. If we instead choose the closest of the three ground
truth segmentations per image (as opposed to taking the av-
erage), our score on WSD improves to 88.76%.
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Fig. 9: Effects of varying the parameters of our method (evaluation on WSD). (a) Varying the number of superpixels

for a fixed edge threshold Te = 0.05. (b) Varying the edge threshold Te for a fixed number of superpixels (200).

(c) Number of breakpoints as a function of superpixel density and edge threshold Te.

our performance is poor for low values of K, but it is

better in the regime of high K values.

Fig. 9 shows the performance of our algorithm as

we change the number of superpixels and vary Te. Note

that our dataset contains mostly large objects with

relatively strong boundary support. Therefore, coarse

superpixel resolutions, which prevent the detection of

small structures, lead to good performance for low val-

ues of K (Fig. 9(a)). In general, higher superpixel den-

sity results in a marginal performance gain for large val-

ues ofK. Similar effects are observed when changing the

threshold Te, since objects in our dataset typically have

stronger edge support compared to other structures.

Increasing the threshold Te (Fig. 9(b)) reduces the de-

tection of small objects and improves performance in

the low range of K. However, it hurts the detection of

objects with weak edges and results in slightly poorer

performance at the high range of K. Nevertheless, in

cases of large figure objects with strong boundary edges,

coarser superpixel resolutions and higher edge thresh-

olds are preferable. Given the above analysis, we cannot

recommend a single good setting for all possible scenar-

ios. In a qualitative sense, the number of superpixels

should be as large as possible so as to not undersegment

the objects of interest. This would ensure that the clo-

sure can still pick the correct path and at the same time

eliminate some of the smaller structures from consider-

ation. Similarly, the edginess threshold, Te, should be

set according to the expected contrast of object edges

in the image.
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The complexity of our approach is directly propor-

tional to the number of breakpoints returned by para-

metric maxflow. Fig. 9(c) shows how the number of

breakpoints varies as a function of superpixel resolu-

tion and edge threshold. We also compare the running

times of the three methods on WSD (average image size

of 300×290 pixels). On a 2.6GHz Dual Core Intel CPU

with 4GB of memory, setting the methods to retrieve

K = 10 best contours, the average running times per

image are: SC (not including globalPb edge detection

and superpixel segmentation) – 1.3 sec, EJ (not includ-

ing globalPb edge detection) – 23 sec, RRC – 59 sec.

6.1.2 Qualitative Evaluation

In addition to the quantitative evaluation, we also pro-

vide a qualitative evaluation of our method by testing

it on images from the two datasets, as well as other

images obtained from the internet. Fig. 10 illustrates

the performance of our method compared to the two

competing approaches8. We manually select the best

among 10 solutions for each method. Notice that de-

tected contours in our framework lie closer to the true

object contours since the superpixel boundaries, even in

the presence of a gap, lie closer to object edges than the

linearized contours detected by the other algorithms.

We also observe that our framework is not con-

strained to produce compact solutions as is usually the

case when one is normalizing perimeter by area. This is

clearly visible in the image of a spider, where very thin

legs are segmented, representing the best closure solu-

tion. However, this is not always the case, for if there
is a more compact contour that is not losing on gap, it

will be preferred. This is why the gap is filled between

the horse’s legs, as well as the carriage’s wheels, in the

first two images. Note that for the horse image, EJ ob-

tains a better solution by relying on the homogeneous

appearance inside the horse.

Our method relies on superpixels to oversegment the

object. This might not be the case for thin structures

or when weak object contours are present. We still de-

tect thin structures, such as the spider’s legs, if good

superpixels were found due to strong image edges. For

weaker edges, however, thin structures are harder to

capture (the bat of the baseball player, for example).

Weak edges are also the cause of bleeding seen in the

elephant example, where the upper portion of the front

leg has weak edge contrast w.r.t. the background.

8 Supplementary material (http://www.cs.toronto.edu/

~babalex/closure_supplementary.tgz) contains the results
of our algorithm for all the images in both datasets.

SC EJ RRC

Fig. 10: Qualitative results. We compare our results

(left) to two other algorithms: Estrada and Jepson [20]

(middle) and Ratio Contours [52] (right).
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Fig. 11: Using internal appearance homogeneity. For ob-

jects with strong internal homogeneity of appearance,

optimizing the cost in Eqn. 7 results in better perfor-

mance (right) than optimizing the cost in Eqn. 3 (left).

Note that the gap between the horse’s legs was not in-

cluded on the right due to its heterogeneous appearance

w.r.t. the rest of the horse.

6.2 Extensions

6.2.1 Using internal homogeneity

As mentioned in Section 1, our superpixel formulation

also facilitates the incorporation of appearance informa-

tion, when it is both available and appropriate. The cost

function in Eqn. 3 can be easily modified to incorpo-

rate a term which reflects the degree to which adjacent

superpixels inside the selection, i.e., inside the closed

contour, have high affinity. Assuming we are given an

affinity matrix W , such that Wij is the appearance sim-

ilarity between two superpixels i and j, we can define

our closure cost to be:

Caffty(X) =

∑
iGiXi − 2

∑
i<j GijXiXj∑

i<jWijXiXj
(7)

Compared to the cost in Eqn. 3, the numerator re-

mains the same whereas the denominator changes to

an internal homogeneity measure instead of the total

object area. Minimizing this ratio results in minimizing

the gap while maximizing the total affinity between the

selected superpixels. Fig. 11 shows an example where

better results were achieved by exploiting appearance

homogeneity. Note, however, that the above is purely

a local measure of appearance homogeneity. Unlike the

method of Estrada and Jepson [20], we are currently

unable to incorporate a global homogeneity measure

in our cost. While the above local homogeneity-based

closure cost helps to improve results in some cases, as

the figure suggests, our tests have shown that in most

cases there was no significant difference compared to

our original closure cost in Eqn. 3.

6.2.2 Multiple superpixel scales

Though it might first seem that the more superpix-

els we use, the better our method will perform, it is

not always so. As seen in Fig. 9(a), coarser superpixel

Fig. 12: Multiscale results. Choosing the K = 2 top so-

lutions yields better results in the case of 50 superpixels

(top) than in the case of 200 superpixels (bottom).

scales constrain the solution more and thus perform

better for low values of K. However, there is one ad-

ditional advantage of using coarser superpixel scales.

Since our superpixel algorithm does not produce hier-

archical superpixels (since new superpixel boundaries

may be introduced from finer to coarser scales), it is

possible to encounter a lower degree of undersegmen-

tation at coarser scales. Fig. 12 illustrates a situation

where an object was segmented better at a coarser scale

and consequently detected by our algorithm.

We tried a simple multiscale version of our algo-

rithm where we merge the results from all scales. Specif-

ically, we use four superpixel scales, obtaining 25, 50,

100, and 200 superpixels for each image. SettingK = 10

for each scale results in 40 solutions once the results

are merged. Since the performance of our method for

a given scale does not significantly vary for K > 10,

we do not select 10 of 40 solutions for the multiscale

version, but instead retain all 40. Using the multiscale

version increases the performance on WSD from 87.19%

to 89.53%.

6.3 Spatiotemporal closure results

To evaluate spatiotemporal closure, we first perform a

qualitative analysis of our approach on several short

video sequences. Some sequences (such as the flower

garden sequence) are grayscale, while others contain

color. In the case of color sequences, we make use of

this additional information, comparing color histograms

instead of grayscale when computing superpixel affini-

ties. The frame size for each video is on the order of

300 × 300 pixels, with the length of a video ranging
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Fig. 13: Qualitative video figure/ground segmentation results. We display one sample frame from a sequence,

followed by several interesting solutions.
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Fig. 14: Qualitative video figure/ground segmentation results illustrating two solutions from Fig. 13 over multiple

frames.

from around 10 frames to 250 frames (hippo sequence).

Based on quantitative evaluation (described next), we

set α = 6 for the qualitative experiments. We also per-

form a quantitative evaluation on a test dataset [54],

where we compare different graph constructions and

affinity variations, and evaluate our approach against

standard normalized cuts on the same graphs. The com-

putational bottlenecks of the approach are the prepro-

cessing steps: Pb edge detection, superpixel extraction,

and optical flow computation, each taking several sec-

onds per frame. Once the superpixel graph is built, each

run of the optimization using parametric maxflow fin-

ishes in less than 5 seconds on the entire video, followed

by all the post-processing steps taking approximately 1

second.

Fig. 13 shows our qualitative results. For each se-

quence we show a frame from the original video and

visualize several interesting solutions9. In the car se-

quence, several objects of interest were successfully re-

covered, such as the car and the heads of the people.

Moreover, a part of the car (windshield) is also recov-

ered in one of the solutions, indicating that if object

parts exhibit good closure, our method can be used for

part-based object recognition in videos or for action

recognition that requires tracking parts. In the gallop-

ing horse sequence, the horse was correctly recovered in

the middle of the sequence. A fence is also discovered as

9 See the Results at http://www.cs.toronto.edu/

~babalex/SpatiotemporalClosure/supplementary_

material.html for a video visualization of the results.

one of the solutions. However, in the beginning of the

sequence it is partially merged with the horse due to

poor superpixel boundaries and weak affinities between

the horse and the background. This is also the rea-

son for the incomplete solution in the Pepsi sequence.

The horse example also illustrates that our framework

works best for large objects, as small objects usually

have higher closure cost and tend to be undersegmented

by superpixels. The table sequence illustrates that our

framework can detect most objects in the scene. Fi-

nally, the hippo sequence illustrates how an additional

solution (dog) can be generated by subtracting one so-

lution (hippo) from another (hippo and dog). Fig. 14

illustrates some of the solutions from the last sequence

of Fig. 13 over multiple frames. The reader is referred

to supplementary material for video visualization of the

results.

For quantitative evaluation, we use 27 sequences

from the dataset of Stein et al. [54]. Each sequence has

a ground truth video segmentation mask, marking one

foreground object. Given a set of detected spatiotempo-

ral figures for a sequence, we choose the solution with

the maximal F measure ( 2·Precision·Recall
Precision+Recall ) relative to

the ground truth. We report the average F measure

across all sequences.

We compare different variations of our algorithm,

as well as replace our parametric maxflow minimiza-

tion of the unbalanced normalized cuts cost with stan-

dard normalized cuts. Unlike our method, normalized

cuts requires the user to specify the number of clus-
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ters. Therefore, to compare with our approach we run

normalized cuts with 5, 10, 15, 20, and 25 clusters and

concatenate all the results. Recall that our previously

described graph construction (S-AM) includes only the

immediate spatial neighbors and adds the motion affin-

ity Wm
ij for spatial edges. We define additional varia-

tions over this construction:

– S-A - Same graph as S-AM, but with affinity only

including appearance Wij = AiAj
(
W a
ij

)α
.

– L-AM - Same as S-AM but with larger spatial con-

nectivity. In addition to the edges in S-AM, we add

edges between all superpixels in the same frame

whose centroids are less than R apart, where R is

five times the radius of an average superpixel.

– L-A - Same as L-AM, but with affinity only includ-

ing appearance Wij = AiAj
(
W a
ij

)α
.

We compare our method (SC) to normalized cuts

(NCuts) for all the above graph constructions. While we

are able to solve the unbalanced normalized cuts prob-

lem in a globally optimal fashion, normalized cuts cost

is NP-hard to optimize and therefore only an approxi-

mation is provided. Despite that, the cut balancing in

NCuts makes the solutions compact and helps to avoid

bleeding, while our closure cost pushes the solutions to

contain more superpixels which may result in under-

segmentation. Fig. 15 illustrates the performance as we

vary α. We also observe that our method achieves com-

parable results using S-AM and L-AM, indicating that

our increase of spatial connectivity has only a marginal

effect on performance. Note that the video sequences in

the test dataset mostly contain large objects. Thus un-

dersegmentation, as a result of incorrect superpixels or

our unbalanced normalized cuts closure cost, is less of

a concern, resulting in SC outperforming the standard

NCuts.

7 Limitations and Future Work

We have presented a closure detection method in 2D

images as well as spatiotemporal domains. Relying on

compactness allows us to use closure to group large

subsets of superpixels in a purely bottom-up fashion.

However, while our closure cost is shown to be effec-

tive, it is by no means “correct” in the sense that its

minima must correspond to real objects. Since it uses

a purely bottom-up closure cue for grouping, it should

be thought of as a proposal mechanism rather than a

decision rule. Additional post-processing of the opti-

mal closure solutions could potentially improve the re-

sults despite the fact that the post-processed solutions

are no longer guaranteed to have optimal closure. Ul-

timately, top-down approaches are probably necessary

to correctly recover the objects.

Some limitations of our cost can be seen in per-

formance on non-compact objects, such as a horse or

fast-moving objects that are temporally non-compact.

Moreover, both the image cost and the spatiotemporal

cost give preference to objects with larger area. This

feature enables us to effectively form very large groups

of superpixels bottom-up, but hinders performance for

small objects.

Finally, our spatiotemporal cost includes only lo-

cal constraints for temporal coherence. Tracking ap-

proaches that maintain a global shape and/or appear-

ance model of the target can improve results. That

said, both our 2D and spatiotemporal costs could be

augmented to include global shape or appearance con-

straints. This would allow us to handle more global ef-

fects, and segment objects in the presence of occlusion.

We plan to explore this extension in future work.

Perhaps our most significant contribution is the use

of superpixels and redefining closure detection as find-

ing groups of superpixels instead of grouping edgels.

This reformulation decreases the complexity of the prob-

lem and provides a better context for feature extrac-

tion. Unfortunately, errors in superpixel segmentation

propagate throughout our framework. Superpixel bleed-

ing prevents the accurate segmentation of figure from

ground, but an even larger issue is that it provides in-

correct scope for feature extraction, thereby weaken-

ing gaps or strengthening affinities between figure and

ground. In future work, we plan to explore additional

cues for gap and affinity computation to strengthen the

robustness of our approach to weak object edges or sim-

ilar foreground/background motion. For example, we

plan to use superpixel junctions to learn an affinity mea-

sure between pairs of superpixels that are both inside

and adjacent to the boundary. Such an affinity mea-

sure can encode a learned measure of continuity and

T-junction, and could significantly strengthen our cost

function.

Ultimately, our goal is to detect closure in cases such

as the Kanizsa triangle, where long range closure rea-

soning is needed, or detect spatiotemporal closures in

the presence of large occlusions. Currently this is be-

yond the capabilities of our framework and only ob-

jects with a relatively small amount of gap, whether

spatial or temporal, can be detected. However, we be-

lieve that we can approach this goal through the use of

more global shape cues in our closure cost and multi-

scale superpixel segmentations. Coarser superpixels will

be more suitable for capturing large gaps.
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Fig. 15: Quantitative evaluation of spatiotemporal closure detection. We compare the performance of each method

(SC on the left and NCuts on the right) on four different graph constructions. We show the F-measure with

standard error bars as a function of the affinity exponent α.

8 Conclusions

We present a generic detection method for contour clo-

sure and spatiotemporal closure that is applicable to a

variety of closure detection scenarios. Our reformula-

tion of the problem of finding cycles of contours in im-

ages as the problem of finding spatially coherent subsets

of superpixels, whose collective external boundary has

strong image edge evidence, yields an optimal frame-

work for closure detection that compares favorably with

two prior leading approaches. The same holds for our

spatiotemporal closure detection framework, where our

method was adjusted to recover coherent spatiotempo-

ral segments that are separated from the background by

strong appearance and motion discontinuities. In con-

trast to competing approaches that focus on the detec-

tion of a single, best, closed contour, our optimization

framework generates a small number of solutions that

can be thought of as promising object hypotheses, bet-

ter serving high-level recognition tasks.

While superpixels provide an ideal scope for learn-

ing a gap measure from training data, they offer a num-

ber of additional advantages that we are currently ex-

ploring. In an extension to the main 2D closure detec-

tion approach, we show that superpixels also provide

a convenient mechanism for incorporating appearance

information, if appropriate and if available. For exam-

ple, if the object was known to be homogeneous in ap-

pearance, our modified cost function can easily incor-

porate such a prior, as discussed in Section 6.2.1. We

also provide a simple approach for using multiscale su-

perpixel information, with the plan of pursuing a more

elegant coarse-to-fine framework for finding contour clo-

sure using multiple superpixel scales. Finally, for our

spatiotemporal closure cost, superpixels play an even

greater role, facilitating stable appearance and motion-

based affinity computation. To conclude, our closure

detection method efficiently recovers a small number of

2D and spatiotemporal figure/ground hypotheses and

paves the way to better solutions of high-level vision

problems.
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