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Preface

On the 1st March 2002, a European research network for cognitive computer vision systems
— ECVision — was inaugurated. This network is funded for three years by the European
Commission under the Information Society Technologies (IST) programme as project IST-
2001-35454.

The goal of ECVision is to promote research, education, and application systems en-
gineering in cognitive computer vision in Europe. It pursues this goal by a variety of
means, most of which are based on facilitating peer-to-peer interaction amongst the fore-
most researchers in the area. The network targets four main activities: research planning,
education & training, information dissemination, and industrial liaison. In the research
planning area, one of the main goals is to maximize the effectiveness of future research by
creating a detailed research agenda: a research roadmap.

Research roadmaps are often conceived as a statement of the state-of-the-art in a
given discipline accompanied by a prioritized list of problematic issues and a strategy for
their investigation. The state-of-the-art survey constitutes a point of departure on the
roadmap, the problematic issues constitute the destination, and the strategy the path by
which one should proceed to the destination. However, there isn’t clear consensus on the
right approach to take in addressing the problems posed by cognitive vision. Consequently,
the approach adopted here is one of inclusiveness: we don’t assume that there is a single
point of departure, a single destination, and a clearly-mapped path leading from one to
the other. Instead, we allow that there are several different destinations (i.e. types of
cognitive vision system) and that there are multiple paths by which these destinations can
be reached. Indeed, depending on how you choose to view or define cognitive vision, there
are many points of departure, some based squarely in artificial intelligence and image
processing, others in developmental psychology and cognitive neuroscience, and others
yet in cognitive robotics and autonomous systems theory. Our goal in this document is
to avoid disenfranchising any particular community (because we don’t know which one
will ultimately be successful) and, instead, simply to state what the options might be, to
suggest ways in which each paradigm might best proceed, and in the process to identify
common pathways, the investigation of which can benefit all concerned. The goal, then, is
to formulate a solid scientific research agenda, defined within a framework that is relevant
to all, which doesn’t compromise on the need to address the very real diversity of possible
approaches to the creation of cognitive vision systems.

The roadmap is not, however, an amalgam of disparate views. Notwithstanding that
there are indeed different perspectives, a number of unifying themes emerged when for-
mulating the roadmap so that the final picture is actually far more cohesive than we had
hoped it might be at the outset.

David Vernon
4-10-2004
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Revision History

Version 5.0 (23-08-2005)

Sections 4.3 and 4.3.1: updated to reflect the findings in the ECVision white paper on
industrial applications of cognitive vision.

Sections 5.1.1, 5.1.2, and 5.1.3: added examples of cognitivist, emergent, and hybrid
vision systems, respectively.

Section 5.2: added an additional critique of emergent and hybrid systems.
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Executive Summary

Computer vision is an important and maturing engineering science. However, despite sig-
nificant success in some application areas, contemporary computer vision is still a relatively
brittle technology.

The term cognitive vision has been introduced to encapsulate an attempt to achieve
more robust, resilient, and adaptable computer vision systems by endowing them with
a cognitive faculty: the ability to learn, adapt, weigh alternative solutions, develop new
strategies for analysis and interpretation, generalize to new contexts and application do-
mains, and communicate with other systems, including humans.

Cognitive vision is an emerging discipline in a pre-paradigmatic state. There are several
competing perspectives on the nature of cognition and the scientific approach that will be
ultimately successful in achieving its ambitious aims is not yet known.

This document presents a research roadmap of cognitive vision: it defines the discipline
in a model-neutral manner and provides an inclusive strategy whereby we can move beyond
the pre-paradigmatic position we are now in, to develop cognitive vision — the science of
visually-enabled cognitive systems — and create a discipline with well-understood aims,
sound constitutive theories, and exploitable technologies.

Cognitive vision is cast here in a 3-D space comprising three orthogonal considerations:
scientific foundations, functional capabilities, and instantiated competences. The scientific
foundations include visual sensing, architecture, representation, memory, learning, recog-
nition, deliberation, planning, communication, and action. The functional capabilities
include detection and localization, tracking, classification and categorization, prediction,
concept formation and visualization, inter-agent communication and expression, visuo-
motor coordination, and embodied exploration. Not all these capabilities need necessarily
feature in the same system. The instantiated competences represent the application-
specific functionality based on capabilities but developed over time through experience,
through learning, interaction, and practice in task-specific circumstances.

This roadmap proposes that research in cognitive vision should be carried out in the
context of seven specific major challenges, four scientific and three methodological. The
scientific challenges are concerned with the advancement of methods for continuous learn-
ing, the establishment of minimal architecture(s), goal achievement, and generalization.
The methodological challenges are concerned with the utilization and advancement of sys-
tems engineering methodologies, development of complete systems with well-defined com-
petences, and the creation of research tools. The roadmap represents a 20 year plan, not a
5 year plan. However, successful results can be achieved in the short-term, probably in the
priority challenges of learning, architecture, tools, and systems engineering. Finally, since
cognitive vision is a systems science, and every scientific foundation, capability, and chal-
lenge is inter-related, it is essential that the entire roadmap be followed, not just isolated
parts of it.



1 Introduction

1.1 The Emerging Discipline of Cognitive Vision

Computer vision is an important and maturing engineering science. It underpins an in-
creasing variety of applications that require the acquisition, analysis, and interpretation
of visual information. However, despite recent success in such areas as computational
projective geometry [4, 5] and appearance-based recognition [6], contemporary computer
vision is still a relatively brittle technology. Consequently, its successful exploitation has
been limited to relatively narrow application domains such as machine vision for industrial
inspection, the analysis of video data for remote monitoring, and the creation of special
effects in the film industry. The focus of much recent research has been on finding ways
to reduce this brittleness.

The term cognitive vision has been introduced in the past few years to encapsulate
an attempt to achieve more robust, resilient, and adaptable computer vision systems by
endowing them with a cognitive faculty: the ability to learn, adapt, weigh alternative
solutions, and even the ability to develop new strategies for analysis and interpretation.

The key characteristic of a cognitive vision system is its capacity to exhibit robust
performance even in circumstances that were not foreseen when it was designed?® [7]. Fur-
thermore, a cognitive vision system should be able to anticipate events and adapt its
operation accordingly. Ideally, a cognitive vision system should be able to recognize and
adapt to novel variations in the current visual environment, generalize to new contexts and
application domains, interpret the intent of underlying behaviour to predict future config-
urations of the visual environment, and communicate an understanding of the environment
to other systems, including humans.

The following is a working definition of the area:

A cognitive vision system can achieve the four levels of generic computer vision
functionality of detection, localization, recognition, and understanding.? It can engage
in purposive goal-directed behaviour, adapting to unforeseen changes of the visual
environment, and it can anticipate the occurrence of objects or events.

It achieves these capabilities through learning semantic knowledge (i.e. contex-
tualized understanding of form, function, and behaviour); through the retention of
knowledge about the environment, about itself, and about its relationship with the
environment; and through deliberation about objects and events in the environment
(including the cognitive system itself) [8, 9].

Cognitive vision is in essence a combination of computer vision and cognition.? Con-
sequently, the study of cognitive vision requires both the study of computer vision and
cognition. Unfortunately, this is where the trouble begins. The term cognition has sev-
eral interpretations, each of which is dependent on very disparate underlying models of

'The degree to which a system can deal with unforeseen circumstances will vary considerably. It is
unlikely that we will be able to create systems in the near future that can adapt to arbitrary situations
that are totally out of context. A more plausible goal would be to deal with new variants of visual form,
function, and behaviour, and also incremental changes in context.

2By understanding, we mean the ability to comprehend the role, context, and purpose of a recognized
entity and its categorization into meta-level class on some basis other than visual appearance alone.

3See [10] for an alternative viewpoint on the possible nature of cognitive vision.



fundamentally different positions on the nature of cognition. Neither is the situation fixed
and static, with the discipline of cognitive science itself going through something of a
metamorphosis [11].

Quite apart from the disparate perspectives on cognition, there is also the question of
the nature of the combination of vision and cognition. Some view cognitive vision as a
cognitively-enabled vision, others view it as a visually-enabled cognition. For reasons that
will become clear later, we adopt the latter view in this roadmap.

The foregoing definition of cognitive vision above does not necessarily imply that cog-
nitive vision systems are human-like in structure, organization, or operation. It implies
only a requirement for robust, adaptive, anticipatory behaviour. It is not necessary that
the cognitive vision system be based on a model of human cognition. On the other hand,
there are two good reasons why we would want a cognitive vision system to be based in
some respects at least on human cognition. First, humans offer an existence proof that
cognitive vision is possible. Second, the applications of some cognitive vision systems will
have to interact directly with humans and therefore it seems reasonable that they share
some form of common understanding of their respective worlds. We will return to this
issue again in a later section when we consider the need for embodiment in cognitive vision
systems.

1.2 The Pre-Paradigmatic Status of Cognitive Vision

It should be clear from the previous section that cognitive vision is an emerging discipline.
This is a point that needs some emphasis because it isn’t a case of cognitive vision being
well-established and simply needing more time to grow and develop. On the contrary,
the discipline is in a pre-paradigmatic state where the scientific approach that will ulti-
mately be successful in achieving the ambitious aims is not yet known. There are three
complementary issues at stake here:

1. the definition of the discipline itself;
2. the scientific foundations upon which the discipline will be built;
3. the strategy by which the discipline can be developed.

Once these issues have been fully addressed, we will have moved beyond the pre-paradigmatic
state to a position where the scientific community at large can work together to develop
the discipline.

However, we are not yet at that point and this roadmap has a pivotal role to play in
getting there. We have already made a good start on the first issue — the definition of the
discipline — in the previous section and we will return to consider it in much greater detail
in Section 4. We address the second issue — the scientific foundations — in Section 5 with
a survey of the possible approaches that can be adopted in treating cognitive systems in
general and visually-enabled cognitive systems in particular. Each of the approaches has
different strengths and weaknesses and they are all at different states of scientific maturity.
Our goal in this document is, having carefully defined the discipline of cognitive vision
in a model-neutral manner, and having surveyed the scientific options and competing
positions, to present a clear roadmap by which we can move forward effectively beyond
the pre-paradigmatic position we are now in, to reach a point where there is a solid body



of scientific knowledge which can be used to address the complex applications that depend
on the realization of cognitive vision.

1.3 The Roadmap Objectives

With the essential goal of the ECVision research roadmap now established, we can now
summarize the constituent objectives. They are:

1. To provide a definition of cognitive vision that is neutral with respect to possible
approaches, to set out what capabilities should be exhibited by such a system, and
to explain what task-specific competences these will enable;

2. To identify competing approaches and to characterize their similarities and differ-
ences, flagging research issues that are common to each approach;

3. To create an inclusive research agenda that is relevant to all of the cognitive vision
research community, one that is maximally effective in making scientific progress but
without unnecessarily biasing the direction of advancement;

4. To identify critical gaps in our scientific understanding and/or technical know-how;
5. To propose a strategy for research that will allow these gaps to be filled;

6. To highlight contentious and significant issues (e.g. the necessity for embodiment,
the nature and need for representations, the nature and role of knowledge, the role
of language, the inter-dependence of perception and action) that require special
attention.

In the following, Section 4 addresses the further definition of cognitive vision, Section 5
surveys the possible approaches, while Section 6 addresses the core scientific problems
to be solved. Finally, Section 7 sets out the ECVision research roadmap proper. Before
embarking on these issues, we will first take a small detour to consider what obstacles may
lie in the way of progress and suggest reasons why they can be surmounted.

2 Obstacles to Progress

2.1 Unchartered Territory: The Relationship between Computer Vision
and Cognitive Vision

The first obstacle in our path is that we are treading unchartered territory. Although we
know where we want to go, we don’t know for certain how to get there and it’s not even
clear from what position we should depart. The apparently obvious candidate departure
point is state-of-the-art traditional computer vision, and the equally obvious direction in
which to travel is towards the domain of cognitive science and artificial intelligence. This
leads us naturally to view cognitive vision as a point on a spectrum of theories, models,
and techniques with computer vision at one end and cognitive systems at the other (see
figure 1). The question then is where are the boundaries between computer vision and
cognitive vision, and between cognitive vision and cognitive systems? Unfortunately, it is
extremely difficult to place any such boundaries. As we saw in our definition of cognitive



Computer Vision ?  Cognitive Vision ?  Cognitive Systems

Figure 1: Cognitive Vision as a part of the Computer Vision / Cognitive Systems spectrum.

vision above, the standard computer vision functionality is an important component of
cognitive vision but it is not obvious how the cognitive processing can be simply grafted
on. It would seem then that such a conceptual view of cognitive vision is not helpful.
An alternative is to consider the more general space of cognitive systems embracing all
perceptual modalities and to view cognitive vision as the projection of that general space
onto the sub-space of cognitive vision systems (see figure 2). This projection leaves in those
capabilities that are necessary to cognitive vision but excludes those that are not necessary
or are less relevant (such as pure reasoning, for example). This viewpoint suggests then
that a cognitive vision system can best be viewed as a visually-enabled cognitive system,
rather than a cognitively-enabled vision system.

Deliberation

Vision
Imagination

Language
Cognitive Systems

Cognitive Vision Systems

Figure 2: Cognitive Vision as projection of the space of Cognitive Systems.

Such a viewpoint extends naturally to other perceptual faculties such as hearing, touch,
smell, and modes of interaction such as speech, gesture, manipulation, and exploration. It
also re-directs our attention to the core attributes of cognitive systems: robust performance
even in circumstances that were not completely foreseen when it was designed, the ability
to learn, adapt, weigh alternative solutions, and develop new strategies for analysis and
interpretation. The challenge then becomes one of trying to see how we can build a theory



that produces systems with these attributes in the context of visual perception. This does
not diminish the critical significance of advanced traditional computer vision nor does it
relegate it to a position of lesser relative importance. It simply places it in the context
of systems-oriented research in cognition. The difficult task that faces us in this roadmap
is to see how to project from the general space of cognitive systems to visually-enabled
cognitive systems: to decide what issues in both cognitive science and computer vision
must necessarily be addressed and what issues need not.

2.2 The Multidisciplinary Nature of Cognitive Vision

The switch in perspective on cognitive vision from cognitively-enabled vision to visually-
enabled cognition serves to highlight the second obstacle to progress: the multidisciplinary
nature of cognitive vision. To study cognitive vision in depth and in all its guises, one
must tackle a huge array of disciplines: computer vision, pattern recognition, artificial
intelligence, cognitive science, perceptual psychology, developmental psychology, cognitive
neuroscience, neurophysiology, cognitive robotics, semiotics, epistemology, systems sci-
ences, cybernetics, autonomous systems theory, and probably others too. Add to this list
the several branches of specialized mathematics that underpin many of these areas and
you begin to see the breadth of the area. Of course, the focal point is still computer vision,
but computer vision in a very multidisciplinary context. It is a rare polymath that would
be fully conversant with all of these topics. And yet, because of the pre-paradigmatic na-
ture of cognitive vision, and the consequent need to set the research agenda as broadly as
possible, there is really no alternative but to attempt to address all these issues. It would
be fundamentally wrong-headed to confine one’s attention to, say, a postulated theory
that was based exclusively on a neuroscientific embodiment of state-of-the-art computer
vision. At the moment, we simply don’t know enough yet about cognition and cognitive
vision to confine research solely to this, or any other, potentially restrictive approach.

2.3 Achieving Definitive Knowledge: Exploiting The Scientific Method

One of the features that characterizes young disciplines is the difficulty in creating a body
of knowledge that can be shared and built upon by others in the field. This was the case
in early days of computer vision and is evident today in cognitive vision. Whilst there
is now a solid base of both theoretical knowledge, empirical know-how, and supporting
technology in some fields of computer vision, much work remains to achieve this in cognitive
vision. This again is a natural consequence of the pre-paradigmatic status and the multi-
disciplinary nature of the discipline. However, until we have such a framework, long-term
stable progress will be unlikely, and quick progress will be impossible. The aim must be
to set out the theoretical foundations of each of the contributing paradigms in a way that
leaves them open to formal scrutiny, replication, and evaluation by others. This almost
inevitably implies a mathematical framework. Without the exactitude of mathematical
exposition, it will be extremely difficult to create a framework of results that can be
built upon by all in the certainty that the foundations are solid. It is of course a great
challenge to identify and deploy the right type of mathematics to facilitate this. This
theoretical framework must be accompanied by the creation of transferrable technology
(i.e. algorithms, hardware, software) and support tools (i.e. development environments,
languages, benchmarking test suites).



3 The Changing Scientific Context: Overcoming Obstacles

3.1 External Influences on Cognitive Vision

The previous section sketched a somewhat gloomy picture, focussing on all the reasons why
making progress in cognitive vision is going to be hard: the difficulty in formulating the
problem in the first place, the daunting multi-disciplinary nature of the area, the challenge
of ensuring that the results are developed in a formal — reproducible and reusable —
fashion. But it is not all bad news. This research roadmap goes some way towards
tackling the first difficulty and, whilst it won’t solve any specific scientific problems, it will
at least tell us what the problems are and how we might approach them.

The difficulty posed by the many facets of the discipline is actually less of a problem
and more of an opportunity. Science has succeeded well in the past because problems
were constrained to limited boundaries to ensure that the issues then allowed clear formu-
lation and tractable solution. As science expands, it is increasingly having to relax these
constraints and admit many more factors than before. Multi-disciplinary research and
cross-disciplinary collaboration is becoming the new modus operand: in many branches
of science today. The multi-disciplinary nature of cognitive vision mirrors exactly this
general trend. Truly multi-disciplinary research institutes such as COGS — The Centre
for Research in Cognitive Sciences at the University of Sussex*, CALD — The Center for
Automated Learning and Discovery in Carnegie Mellon University®, and the Santa Fe
Institute®, which used to be viewed as exceptional in their outlook, are increasingly be-
ing looked at as models of how future research should be organized. Multi-disciplinary
research is not simple, however. Apart from the problems associated with the disparate
pre-dispositions of constituent disciplines and the need to achieve a shared understanding
and language to facilitate a common research agenda, there is also the difficulty presented
by having to integrate the ideas from both hard and soft sciences without losing the formal
framework of mathematical modelling that is required for any computational emulation
of a visually-enabled cognitive system.

3.2 Enabling Technologies

It is perhaps a little premature to cite enabling technologies for an emerging science that
has not yet developed a universal and widely-accepted model. However, three things are
sure.

First, the emulation of cognitive systems will consume as much computational power
and memory as we can supply. Moore’s Law is still in effect and today’s microprocessors
deliver sufficient power in small footprint machines to facilitate real-time or near real-time
processing of video data in embedded applications. Of course, it isn’t clear yet what
will be the computational requirements of cognitive processing but, unless the algorithmic
complexity of successful techniques is high-order polynomial or exponential, there is reason
to be hopeful that at least some level of realistic cognition can be emulated.

Second, cognitive vision systems will require small, high-quality, robust imaging de-
vices and high-bandwidth image acquisition systems. The past five years or so have seen

“http://www.informatics.sussex.ac.uk/cogs/
Shttp://www.cald.cs.cmu.edu/
®http://www.santafe.edu/



considerable advances in camera technology, in particular with the current generation of
high-resolution colour cameras with high-speed digital interfaces such as USB-2 and IEEE
1394 (i-Link or Firewire). These serial-bus cameras, with bandwidths of more than 400
Mbits per second, can easily be connected in a multi-camera configuration, with syn-
chronous triggering if necessary, and they interface directly with contemporary computers
without the need for expensive image acquisition equipment”.

Third, cognitive vision systems will be large software-intensive systems. Whilst soft-
ware engineering methodologies have not advanced as much as the industry would like, we
are better equipped today to build re-usable component-based multi-functional software
systems than at any time in the past forty years. That said, there is still a strong need to
create a cognitive vision development environment that can be used to enable the effective
construction of complete visually-enabled cognitive systems, to facilitate the sharing of al-
gorithms and software between researchers, and to help accelerate subsequent commercial
exploitation. We will return to this issue again in Section 7.

3.3 Advances in Related Disciplines

As we have seen, cognitive vision involves many related disciplines and it would be un-
realistic to attempt a comprehensive survey of all advances in these areas. That said,
it is also important to understand that the emerging discipline of cognitive vision is de-
veloping in the context of other disciplines which are themselves evolving and changing.
New insights will come not only from the cognitive vision community but also from the
broader multi-disciplinary community. We note here just two examples of how advances
in related disciplines will have an impact on our own efforts to create the solid founda-
tions of visually-enabled cognitive systems. The disciplines involved are cognitive science,
neuroscience, and epigenetic robotics.

In the last 10 years or so, an ever growing number of cognitive scientists [12, 13] have
begun to appreciate the possibility of instantiating cognitive models in robotic systems.
The space of research spanned is quite wide, starting from the locomotion and organi-
zational behaviors of insects and early vertebrates [14, 15] through models of high order
cognitive skills in humans such as social behaviors [16], imitation [17, 18, 19], communi-
cation, and language [18, 20, 21, 22, 23]. More recently a new strain of research explicitly
included developmental aspects and the modeling of development [24, 25], and epigenetic
robotics [24]. Examples are the work of Metta and Sandini [26, 27, 28, 29|, of the group
of Pfeifer [30, 31, 32], of Dautenhahn et al. [33, 34].

Imitation is one of the key stages in the development of more advanced cognitive
capabilities. While the study of the ability of infants and adults to imitate has remained
for the most part a field of the psychological literature, recently, it has found a ground
in the neurological literature with the discovery of the mirror neuron system in monkeys
[35]. The mirror neuron system is formed by premotor neurons discharging both when the
animal acts and when it sees similar actions performed by other individuals. A system,
similar to that found in monkeys, has been indirectly shown to exist also in humans by
transcranial magnetic stimulation studies of the motor cortex during action observation
[36]. Further investigations have shown that the mirror system can be activated not
only by visually perceived actions but also by listening to action-related sounds [37] and,

"For example, see http://www.ptgrey.com/



in humans, by listening to speech [38]. In addition to these electrophysiological data, a
number of brain imaging studies in humans all point to a network of brain areas responsible
for the visuo-motor transformation mechanism underlying action recognition [39, 40]. It
is plausible that the motor resonant system formed by mirror neurons is involved in the
understanding of someone else’s action and in imitation.

4 The Nature and Scope of Cognitive Vision

Cognitive vision is a complex and multi-faceted discipline. In addressing it, we must
distinguish clearly between identifying what it is and how it can be modelled and effected.
This section deals with the former issue, identifying the problem issues that together define
the area, while the next section surveys the different scientific approaches that have been
proposed to model cognitive systems, including cognitive vision. This decoupling is not
absolute, however, since the different approaches themselves are predicated upon some
quite disparate perspectives on what cognition proper actually is. For the moment, we
won’t let this stand in our way and we will proceed in this section to circumscribe the area
of cognitive vision, drawing out its nature and scope. In doing this, we will take up where
we left off in the definition of cognitive vision in Section 1, and proceed in the same way
to create as far as possible a paradigm-neutral treatment of the discipline. The treatment
reverts to specific paradigms once we consider how the cognitive vision functionality can
be effected.

Mindful of the need to deal effectively with the complexity of the subject, we propose
that cognitive vision be cast in a 3-D space comprising three orthogonal considerations
(see Figure 3).

Scientific
Foundations
A

Map onto

Functional
Capabilities

) Develop over time through experience

Instantiated
Competences

Figure 3: Three dimensions of cognitive vision: one or more scientific foundations map onto each
functional capability and one or more functional capabilities contribute to the development of
realized task-oriented system competences.
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The first dimension embraces the scientific foundations of the subject: the constituent
theoretical models, stating in a generic way the scientific issues without going so far as
to say exactly which can be modelled in several ways, depending on the paradigm one
adopts.

The second dimension comprises the generic functional capabilities. By capability, we
mean the potential faculty to achieve some function, purpose, goal, or desired state. This
contrasts with the competence of a cognitive vision system by which we mean the actual
power or faculty to achieve something. Competences are based on capabilities but are
developed over time through experience, through learning, interaction, and practice in
task-specific circumstances.

The system’s instantiated competences then form the third dimension of our space of
cognitive vision and constitute the verifiable task-dependent operation, behaviour, skills of
the system, the performance of which can be subject to either quantitative or qualitative
assessment in specific application scenarios.

Before proceeding, we need to remark on the relationship between these three dimen-
sions. KEach capability is brought about through the inter-operation of some sub-set of
the scientific foundations. Thus, certain scientific foundations map onto certain capabili-
ties (see Figure 3). Equally, each of the instantiated compentences is developed through
experience from a sub-set of capabilities over some finite time period. This time period
might be quite short (e.g. for hard-wired capabilities), or long (e.g. for capabilities that
themselves have to be developed).

The key aim, therefore, in the specification of a cognitive vision system is to say what
particular foundations are required for each capability and to say how each capability is
transformed into an instantiated verifiable task-specific competence, which can be sub-
jected to appropriate performance evaluation. Note that this schema is not static or fixed:
the development of both capabilities and compentences proceed in time, and with ex-
perience, so that the manner in which some capabilities can develop will be affected by
what the system’s instantiated competences are. In short, experience influences not just
competence but also the potential to develop new capabilities.

Ultimately, there is also the possibility of learned capabilities being absorbed into the
repertoire of hard-wired and innate capabilities: i.e. the possibility of system evolution.
We will return to this issue in Section 6.1.1 when we discuss the balance between initial
system configuration (phylogeny) and system development (ontogeny).

4.1 Scientific Foundations

Since Sections 5 and 6 address the research paradigms and scientific concerns that underpin
the discipline, we will say very little here about specific models of cognitive vision. Instead,
we will simply identify the broad issues that must be taken into consideration in some
form or other by any candidate theory of cognitive vision. It should be noted that the
terms we use to describe each issue are meant in their most general sense and are not
to be interpreted in a paradigm-specific sense. For example, when we refer to reasoning
we don’t necessarily imply symbolic reasoning (as would be required in the cognitivist
paradigm; see Section 5.1.1) but we include any mechanism whereby a space of possible
options can be explored by the cognitive agent without necessarily committing to them
or acting them out. Note also that there are clear inter-relationships between several of
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these issues. Indeed, each issue should be tightly linked since each forms (or should form)
a necessary component in a complete visually-enabled cognitive system. In separating out
these issues, we do not mean to imply that they are decoupled; the separation is merely a
device to gain some grip on this complex area. The scientific foundations in question then
are:

Visual Sensing. For the purposes of this document, we are concerned solely with sensing
using vision, though without necessarily being constrained to the visible spectrum.
This is the mechanism or process whereby the cognitive system can be influenced by
the environment around it. In a way, it is the mechanism by which the environment
perturbs the cognitive system. We express it in these terms as it then allows for
several interpretations of the purpose of sensing. For example, it allows for system
autonomy and homeostasis, or self-regulation, as the primary focus of cognitive ac-
tivity with the sensory apparatus providing the means for adapting to environmental
changes and activities. On the other hand, this formulation also allows for sensing
to be construed as an input mechanism whereby the system acquires information
about its environment. As we will see later, both of these essentially antagonistic
positions are held by proponents of different paradigms in cognition. This antago-
nism — or opposition in viewpoint — recurs repeatedly and is, as we have noted,
an unavoidable consequence of the pre-paradigmatic status of the discipline.

Architecture. Here, the term architecture is intended in the sense of the minimal config-
uration of a system — i.e. its operational architecture — that is necessary for certain
capabilities and system behaviours. For approaches to cognition that have a focus on
development from a primitive state to a fully cognitive state over the life-time of the
system, the architecture of the system is equivalent to its phylogenic configuration:
the innate capabilities with which it is endowed at the beginning of its life-time and
which don’t have to be learned (but may be developed further). For cognitivist sys-
tems (see Section 5.1.1), the architecture of the system is equivalent to the minimal
set of information processing modules and their network of inter-relationships. In
either case, one of the biggest open questions is ‘what are the necessary and suffi-
cient architectural requirements for visual cognitive behaviour?’ That is, accepting
that cognition is achieved in large part through development and learning, what
operational architecture is needed to get the cognitive development started?

Representation. The term representation is very contentious in the realm of cognitive
systems. The different approaches which we will survey in the next section take
emphatically different positions on the issue of representations. Here, we again
choose to use the term in its least pejorative and weakest sense, taking it to mean any
stable state of a cognitive system. The meaning ascribed to the system state by either
ourselves, as designers and observers of cognitive systems, or by the system itself is
left quite properly to the discussion of a given cognitive paradigm. Thus, whether
or how a given system state represents something is dependent on the cognition
paradigm one adopts.

Memory. It seems that memory must play a pivotal part in cognitive systems as other-
wise it would be impossible for the system to learn from experience, develop, adapt,
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recognize, plan, deliberate, reason; indeed, almost all of the other issues listed here
depend to a lesser or greater extent on there being some form of persistent state.
Clearly, the issue of memory is strongly linked to that of representation and, con-
sequently, what you understand by the nature and form of memory is intimately
linked with the approach you take to cognition. That said, we should note that
whatever theory is being developed in whatever paradigm, it seems that there will
have to be room for different forms (or functions) of memory, such as propositional,
episodic, modal (visual/acoustic), short-term, and long-term memory. There are also
the key issues of graceful degradation of memory and the need to avoid catastrophic
forgetting (i.e. the loss of important memories when something new is learned).

Learning. The issue of memory leads naturally to that of learning or the development
of memory states. Here, learning is taken both in the sense of the acquisition of
knowledge (model learning / parameter estimation) and in the sense of the acqui-
sition of new capabilities. That is, learning is taken to be equivalent to the more
general term development. Learning is crucial to cognitive systems and there are
many forms of learning, which will be more or less appropriate depending on the
cognition paradigm in which one is working.

Recognition. A cognitive vision system must be able to discriminate between visual
entities, be they regions in the visual field, simple features, complicated behaviours,
and even the potential of visual entities to fulfil certain functions. We place this
ability to accomplish such discrimination under the heading of recognition but it
should be noted that it is a much richer idea than simple pattern classification. In
essence, a cognitive vision system must be based on a scientific theory that facilitates
several forms of grouping using a variety of criteria, some based purely on visual
appearance or short-term temporal change, some based on longer-term behavioural
patterns, and some based on perceived functionality (i.e. the apparent potential
to fulfil given functions). This last criterion is linked closely to the concept of
affordance. We use the term categorization in its most general sense as a meta-level
classification to denote this ability to identify affordance.

Deliberation & Reasoning. The ability to reason explictly about a problem is probably
the functional characteristic that most people would associate with a cognitive sys-
tem. The term reasoning is somewhat pejorative however as it is often equated with
the symbolic reasoning methods of cognitivist approaches (see Section 5.1.1) even
though the reasoning process can be achieved in other ways in different paradigms.
Consequently, we will use the term deliberation instead to convey the intended mean-
ing of explicit weighing of alternative options in selecting a given strategy or sys-
tem behaviour. Unless otherwise stated, the term reasoning is also meant in this
paradigm-neutral sense.

Planning. The concept of planning is closely allied to deliberation & reasoning, memory,
and representation. By planning, we mean the ability to deal with events in the
future: events that haven’t happened yet and events that may never happen. It
is thus concerned with anticipation, expectation, and managing contingencies (i.e.
adapability is not purely an adaptive or reflex behaviour). Together with deliberation
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and memory, planning allows a cognitive system to extend its working into the future:
to escape from being a reactive reflex system. Note again that we are not saying
what form a scientific theory of planning should take — and we are certainly not
saying that it should necessarily be symbolic — just that it is an issue that must be
treated in any complete scientific theory of cognition and cognitive vision.

Communication. A key characteristic of advanced cognitive systems is the capability

to communicate with other systems or agents. However, there are different forms of
communication and we need to be clear that by communication in this context, we
mean any form of communication that is effected as a consequence of the system’s
cognitive activities. We use the term semiotic communication to denote this form
of communication. It does not include, for example, data-communication involving
direct access to internal states of the system.

Action. We come finally to the last scientific issue and perhaps the most contentious one

4.2

in cognitive vision systems (even more contentious perhaps than representation). It
is the issue of action. The question that arises immediately is: What constitutes an
action? Is it a physical act requiring forcible interaction or can the initiation of a
simple change of state constitute an action? These questions are tightly related to
the issue of embodiment which we will consider in some depth in Section 6.1.2 later
in this document. For the present, we will satisfy ourselves simply by flagging the
fact that a scientific theory of cognitive vision does have to address and settle the
issue of action and embodiment.

Functional Capabilities of Cognitive Vision

Having dealt briefly with the various categories of scientific foundations, we come now to
the second dimension of cognitive vision: the functional capabilities. These are grouped
under eight broad headings, each dealing with somewhat distinct issues. Note that we
are not suggesting that the capabilities form a strict hierarchy. As we will see, many
capabilities are co-dependent. However, within each group, we will suggest a form of
ordering, not dissimilar from subsumption, so that one capability is exploited by (and
subsumed by) another, typically in the sense that the first capability is required for the
development of the second. The eight groups of functional capability are:

1.

2.

Detection and Localization;

Tracking;

. Classification and categorization;
. Prediction;
. Concept formation and visualization;

. Inter-agent communication and expression;

Visuo-motor coordination;

. Embodied exploration.
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We will catalogue the capabilities under these eight headings, the first six of which are
presented in order of increasing cognitive sophistication, and the final two corresponding
to capabilities concerned with embodied cognition. Note that any complete theory of cog-
nitive vision should address the following five issues: the purpose for which the capability
can be used, its inter-dependency with any other capability, its origin (i.e. how is the
capability obtained: is it hard-wired or developed?), the underlying scientific foundation,
and the evaluation of the performance in carrying out that capability.

4.2.1 Detection and Localization Capabilities

A cognitive vision system must be equipped with a minimal set of computer vision capabil-
ities. These base-line computer vision capabilities exhibit varying degrees of independence
from each other: some are completely self-contained, others depend on the existence of
prior vision capabilities to achieve their functionality. All are assumed to be part of the
innate or in-built repertoire of computer vision functionality. In the following, we will go
through each capability in the order of increasing inter-dependence.

First and foremost, a system must have the capability to discriminate between regions
in the visual field of view on the basis of colour, texture, motion, or depth. Note that
no meaning is attributed to the discrimination. It is simply the capability to make a
distinction between regions.

Next, a system should be capable of detecting hard-wired features®, i.e. features that
do not have to be learned but are part of the in-built innate or pre-configured repertoire
of visual capabilities. This capability will typically exploit the discrimination capability.
Together, we refer to this joint capability as detection. For the remainder of the document,
we will use the generic term wvisual entity to refer to detected features and regions. Events
are also covered by this term since the features may be based on temporal characteristics
such as local optical flow. For some approaches to cognitive vision, a visual entity may
correspond to the concept object.

Following the detection of visual entities, the next capability is that of localization,
in the sense that the position and extent of hard-wired visual entities can be determined.
Either ego-centric or eco-centric frames of reference may apply, depending on the particular
approach to cognitive vision being pursued.

Next comes the capability to establish the spatial relationships between visual entities,
including mutual occlusion and relative ordering. Again, ego- as well as eco-centric frames
of reference may be exploited.

Similarly, there is the capability to establish temporal relationships between visual
entities. These relationships include simultaneity and relative ordering.

The cognitive system should be capable of detecting unexpected visual entities; that
is, it should be capable of detecting novelty in the visual scene.

Finally, if the cognitive vision system we are considering is embodied, then the system
should have the capability to achieve all the above under ego-motion.

8

8We use the term feature here in its most general sense to mean the result of any transformation of
raw sensed visual data. Thus features embrace not only feature vectors but also structural and topological
properties and relations.
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4.2.2 Tracking Capabilities

A cognitive system should have a number of capabilities associated with tracking regions or
features. Typically, these will build on the base-line computer vision capabilities. However,
whereas the base-line vision capabilities are all based on hard-wired functionality, the
tracking capabilities now include learned or developed functionalities. As before, some
tracking capabilities depend on others and we will again work through the capabilities in
order of increasing inter-dependence.

First, a cognitive vision system will have a hard-wired tracking capability that can
track pre-determined regions or features in continuous 4-D spatio-temporal paths (or lower
dimensions, depending on the particular approach to cognitive vision being pursued).

For some application scenarios, it should be capable of integrated tracking based on
multiple viewpoints or multiple cameras.

It should be capable of tracking learned visual entities.

It should also be capable of dealing with partial and complete occlusion of tracked
visual entities; typically, this will be accomplished with either a hard-wired or developed
short-term predictive capability.

Finally, a cognitive vision system should have a long-term predictive capability to allow
it to exploit expectation and perform planning.

This spectrum of tracking capability implies a faculty of spatial attention, with the
detection and localization capabilities performing the role of pre-attentive vision. Selec-
tive attention, in which the perceptual relevance or saliency is brought into play, probably
involves the participation of other capabilities such as classification, prediction, and visu-
alization.

4.2.3 Classification and Categorization

Whilst the base-line computer vision capabilities incorporate some form of region or feature
discrimination, a cognitive vision system must also be capable of several forms of grouping,
i.e. classification and categorization. We note again here that by categorization, we mean
the process of grouping based on more than visual form alone. In this sense, categorization
is a meta-level classification based on function (temporally-extended behaviour) as well as
on pure form or appearance.

The classification and categorization capabilities of a cognitive vision system, in order
of increasing inter-dependence, are as follows.

First, there is the classification of visual entities, perhaps with the use of hard-wired
constraints.

There is then the capability to classify behaviours (i.e. temporally-extended configu-
rations of visual entities) on the basis of, for example, position, orientation, and velocity.

Just as with tracking, the capabilities must also include the facility to adapt and
change. In the first instance, this means a capability to detect an instance of a new class,
followed by a capability to learn classes of visual entities and categories of behaviours.
These capabilities should be able to work from simple basic physical behaviours all the
way up the hierarchy to complex social behaviours.

A cognitive vision system should have the capability to form new classes and categories
from old ones, i.e. to generalize classes and categories.
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Continuing in the same vein, cognitive vision involves the recognition of and adapta-
tion to novel variations in the current visual environmental context and the capability to
generalize to new contexts, i.e. to new application scenarios.

Finally, a cognitive vision system should be capable of categorizing functionality on
the basis of appearance of visual entities; that is, it should be capable of mapping from
classes of objects to categories of affordance.

4.2.4 Prediction

The capabilities of a cognitive vision system include being able to interpret the intent
underlying behaviour, specifically to predict future spatio-temporal configurations of the
visual environment, across a variety of time-scales, perhaps with the use of a priori or
hard-wired constraints. This may involve the formulation of hypotheses about spatio-
temporal configurations and subsequent deliberation about them either through active
exploration or through some form of passive assessment.

4.2.5 Concept Formation and Visualization

A cognitive vision system should be able to create some form of conceptualization of its
perceived environment and it should also be able to visualize those concepts. Naturally,
this implies some capability to associate behaviours or visual entities derived using other
capabilities with these concepts or abstractions.

This leads to the capability to establish conceptual object decomposition, with the
decomposition being either relational or hierarchical.

Finally, a cognitive vision system should ideally have the capability to view the world
from the perspective of another agent or system. This implies the capability (a) to instan-
tiate someone else’s model of the environment, and (b) to deliberate on that instantiated
model, rather than on one’s own innate model.

4.2.6 Inter-agent Communication and Expression

The communication capabilities of a cognitive vision system include the expression, either
by gesture or by verbal interaction, of an understanding of the environment to other sys-
tems, including humans. It also includes the capability to recognize and respond to facial
expressions. Recall again the comment we made in the section on communication under
the heading of scientific foundations that by communication we mean only communication
that is effected as a consequence of the system’s cognitive activities. It does not include,
for example, data-communication involving direct access to internal states of the system.
Typically, it will exploit capabilities for concept formation and visualization. Some au-
thors refer to this as symbolic expression but, as before, we should be aware that this use
of the term symbolic does not necessarily imply the physical symbol system manipulation
of the cognitivist information processing paradigm of cognition.

It has been argued that the social interaction between cognitive agents that results
from this form of communication is one of the key forces that drive the development of a
cognitive system [41, 42]. The other force is (embodied) exploration.
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4.2.7 Visuo-Motor Coordination

Embodied cognitive visions systems, in particular those with the ability to manipulate
objects in the environment, must be able to achieve a considerable degree of visuo-motor
coordination. There are several constituent capabilities. First, there is the capability of
visual accommodation and focussing at various distances; this should be achievable both
continuously and after saccades. Next, there is the capability to control the gaze direction
for scene scanning. The vision system should have the capability to develop basic hand-eye
coordination to allow it to follow, reach for, grasp at, and possibly grip presented objects.
More advanced capabilities include learning specific coordination, e.g. to hit a ball with a
bat, and to treat gripped objects as an extension of its own body. Associated with this is
the capability to predict object, hand, and body motions. This leads then to a capability
for self-awareness of the system’s own body, and thence to a capability to imitate the
actions of other agents.

4.2.8 Embodied Exploration

Alongside inter-agent communication and expression, exploration is one of the primary
forces that drives the development of a cognitive system. It is an in-built goal related to
understanding the world, in the sense of extracting sense or order from the world, that
drives the learning and generalization capabilities.

Exploration also enables the system to understand, develop, and extend its own actions.
It has been argued that it isn’t necessarily success at achieving task-specific goals that
drives this exploratory capacity but rather the discovery of new modes of interaction
[41, 42].

The exploration capabilities of an embodied cognitive vision system includes the forma-
tion of maps of the visual environment using single or multiple eco- or ego-centric frames
of reference, denoting the location of labeled visual entities. This may involve the need for
relocation in the environment. These maps are the passive results of exploration and may
entail an explicit capability for navigation. On the other hand, the capability to point to
or gesture at objects or people is an active consequence of embodied exploration.

Finally, the capability to learn affordances is included under this heading. This capa-
bility, whereby the usability of an object or part of the visual environment in a specific
context to achieve a particular purpose is perceived or inferred by the system, is an ad-
vanced and very important cognitive capability.

Given its central role in driving the development of the cognitive system, exploration
is important too for visually-enabled cognitive systems that are not physically embodied.
We will return to this issue and the nature of embodiment in Section 6.1.2.

4.3 Realized Task-Specific Competences of Cognitive Vision

Having dealt with the categories of scientific foundations and the functional capabilities,
we come finally to the third dimension of our space of visually-enabled cognitive systems:
the realized task-specific competences of cognitive vision. As we noted above, these are
based on capabilities but are developed over time through experience, through learning,
interaction, and practice in task-specific circumstances. Since these competences of a
cognitive vision system are inevitably set in some practical context, it is more meaningful
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to describe them with respect to that context than to attempt the creation of a catalogue of
generic competences. In any case, such a catalogue would be too close to the underlying
enabling capabilities to be very instructive. The approach we will take in this section
therefore is to describe four representative application scenarios and list the competences
that need to be realized to make that application possible. The four scenarios are: a
surveillance system, a home assistant, an advanced driver assistance system, and finally
the cognitive vision competences of infants and young children.

Before turning to consider each scenario, three remarks are required.

The first remark concerns the measurement of performance of cognitive vision sys-
tems. An application scenario, requiring a well-specified set of task-oriented competences,
provides an ideal basis for the quantitative and qualitative assessment of the system’s
behaviour. This is particularly important given that a cognitive vision system is expected
to perform well in situations that deviate to a lesser or greater extent from those for which
the system was designed or from those in which the system was trained. As we noted
in Section 1, it is probably unrealistic to expect a cognitive vision system to be able to
adapt automatically to arbitrarily different, unexpected, or incongruous situations, but it
should be plausible to deal with new variants of visual form, function, and behaviour, and
incremental changes to the application context. Benchmarking tests should be designed
to evaluate the system performance and to assess its behavioural invariance with respect
to changing circumstances. Ideally, a cognitive vision system should be able to tell when
it is reaching the limits of its capabilities and take some appropriate action.

The second remark is related and concerns the desirability of constructing cognitive
vision systems incrementally, with increasing degrees of cognitive behaviour and an in-
creasing repertoire of task-specific competences. This is not to say that the system should
necessarily be functionally modular: simply that the constitutive capabilities and compe-
tences should be developed over time in a reasonably-independent and ordered manner.
This incremental development is illustrated well in the following section dealing with the
cognitive surveillance system.

Finally, we need to note that these four scenarios are intended to be representative
of the spectrum of applicability of cognitive vision but they are by no means exhaustive.
A more complete treatment can be found in the ECVision white paper on industrial
applications of cognitive vision?. This white paper addresses, inter alia, the existing
and emerging applications in surveillance, industrial inspection, stock photo databases,
industrial robotics, film, TV, & entertainment, the life sciences, and aerospace. It also
deals with technology trends, barriers to progress, and R&D challenges. It notes that
cognitive vision application systems are needed that are easy to install and maintain, that
can be trained on a small number of samples, and that have more adaptive user interfaces
so that the system can establish a dialogue with the user to negotiate the meaning of
events as it learns.

4.3.1 Competences of a Cognitive Surveillance System

The surveillance scenario is limited here to the single task of tracking an individual person.
The competences that this task involves draw from several functional capabilities, most
notably classification and categorization, and tracking. The surveillance system would

“http://www.ecvision.org/industrial liaison /Industrial_Applications_of_Cognitive Vision.pdf
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have to be able to recognize an individual being tracked either on the basis of appearance
or on the basis of behaviour. The behaviour could be either one that matches a given
pattern or one that is anomalous in the context of the behaviours of other people in
the scene. The cognitive vision competences required to achieve this include the ability
to represent and classify a small number of objects, the ability to represent and classify
categories of behaviours, the ability to learn object classes and behaviours, the ability to
generalize, and the ability to form new categories.

The system would then have to be able to track the individual through the scene. The
system would need to have the competence to deal with changes in scale and occlusion,
and changes in appearance (for example, when the individual turns his back or puts
on or removes clothing). The system should also be able to exploit multiple camera
configurations with inter-camera integration.

A well-developed cognitive vision surveillance system should also be portable to new
contexts within the same application scenario as well as to new applications scenarios (e.g.
the ability to easily reconfigure a train-station surveillance system for an airport, either
by design or autonomously).

As a fully capable surveillance system is likely to emerge in stages, we hypothesize here
several stages of increasing cognitive capability:

A Detect significant scene changes with a static camera and illumination.
B Detect significant scene changes with a static camera and varying illumination.

C Detect significant scene changes with variations in camera state and scene illumina-
tion.

D Track a moving agent through time, maintaining persistence of identity in a single
camera.

E Track a moving agent through time, maintaining persistence of identity using mul-
tiple cameras with overlapping fields of view.

F Track a moving agent through time, maintaining persistence of identity using mul-
tiple cameras with non-overlapping fields of view.

G As for F, except for multiple, non-interacting agents.
Recognizing an action by a single agent.
I Recognizing a sequence of actions by a single agent as a part of an activity.
Detecting an interaction between a 2-3 agents.
Detecting the creation and dissolution of interacting multi-agent groups.
Understanding the nature of the interaction in a group.

Recognizing the current group action.

Z 2 B R

Recognizing the current group activity as a sequence of group actions.
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O Recognizing coordinated activity of agents that are not near each other.
P Detect coordinated activity between large groups of people.

Q Recognize the coordinated activity between large groups of people.

In this progression, capabilities A, B, D have been demonstrated many times. C, E, F,
H, I have been demonstrated a few times and the rest are largely beyond the state of the
art. What is noteworthy about the frontier between possible and unsolved is that the
possible capabilities largely require image-based computer vision algorithms, whereas the
unsolved capabilities require more cognitive skills. To advance the area of surveillance,
more cognitive vision is needed, particularly, as noted in the ECVision White Paper on
Industrial Applications on Cognitive Vision, with a view to creating easily installed appli-
cations that can track people or animals continuously, assess their behaviour, and identify
either unusual or regular patterns.

4.3.2 Competences of a Cognitive Home Assistant

The home assistant that is envisaged here is a physical robotic mobile agent. There are two

proto-typical scenarios to illustrate the required competences. The first is goal invocation,

in which one addresses the home assistant and instructs it, for example, to ‘go to the

meeting room, pick up the empty bottles, and put them in this box’. The second scenario

— guided enumeration — is a version of ‘show-and-tell” wherein the assistant takes you on

a tour of a house, for example, and indicates the name and purpose of household items.
The home assistant, therefore, would have the ability to do the following:

1. Form mental maps of the world, and classify or categorize visual entities;
2. Explore the environment;
3. Identify objects and understand their purpose and function;

4. Detect novelty in the environment, including the introduction of new objects, re-
moval of objects, and change in object location;

5. Interpret the actions and gestures of humans.

4.3.3 The Cognitive Vision Competences Required for an Advanced Driver
Assistance System

The following is a list of the visual competences that would be required to build an
advanced driver assistance system. To give some structure to the list, three environments
that exhibit increasing levels of difficulty for visual interpretation are identified: highways,
city streets, and off-road environments. Highways are highly-structured and controlled
environments in the sense that there are a limited number of visual scenarios and object
behaviours. On the other hand, city streets are far less structured and are not easy to
control in the sense that the visual environment will vary a great deal and there will
be many objects, each of which may exhibit unexpected behaviours. In theory, the off-
road environment should be the easiest scenario because the behaviour of the autonomous
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vehicle is not greatly constrained but, on the other hand, the variability in the visual
environment may be considerably increased compared with the previous two environments.

The following competences would have to be realized in a cognitive vision system to
effect autonomous navigation in these environments:

1. Detection of driveable free-space, dealing with static and moving obstacles (e.g.
pedestrians, bicycles, animals), and other vehicles.

2. Detection of legal driveable free-space, implying the need to understand rules and
laws.

3. Situation assessment, dealing with:

) The position and velocity of the vehicle with respect to free-space.

) The relative position and velocity of obstacles and other vehicles.
(¢) Visual control of steering and manoeuvering, such as when parking.

)

Models of behaviour (e.g. actions based on right of way) and prediction of
behaviour.

(e) Models of the intent of both driver and events in the environment (e.g. accel-
eration of a vehicle on approach to an amber traffic light suggests an intent not
to stop and give way).

(f) Legal stipulations.

4.3.4 The Cognitive Vision Competences of Young Infants and Children

The final scenario is less focussed on applications and more on the flexible behaviour
of cognitive agents. It is still task-specific because it is set in the particular context of
human infants. A cognitive vision system that can emulate the competences of young
infants would have to be able to recognize facial expressions and infer some sense of
meaning or intent from them. It would comprehend object persistence in space and time,
and do so in the presence of occlusion. For example, if a ball rolled behind a door, it
would understand that the ball was still there but was just hidden. In this sense, it would
understand the structure of its local space, though not necessarily in the same frame of
reference as another cognitive agent. Similarly, it would be able to formulate hypotheses
and reason visually. Ultimately, it would also be able to extend these competences to
other frames of reference and be able to engage in deliberation from the point of view of
another cognitive agent. An embodied cognitive vision system would have the ability to
point to and gesture at specific objects, and it would have the hand-eye coordination to
reach for and grasp objects. It would also be able to imitate the actions of others and be
able to use vision to enable self-locomotion.

5 Research Paradigms: Meeting the Capability Challenge

At this point, we have established a clear concept of the task-specific competences typical
cognitive vision systems should exhibit and capabilities that a system should have to
develop these competences. In this section, we will look more deeply at the scientific
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approaches that might underpin these capabilities. This is not quite as straightforward
as it sounds because, as noted at the outset, there are several competing views on what
cognition is and on how it should be effected. Therefore, we will begin with a survey of the
different paradigms and follow this by a discussion of how well each paradigm is currently
equipped to achieve the required capabilities. In the next section, we will consider the key
issues in the development of the relevant scientific theories and then conclude in Section
7 with the final roadmap of priority research topics.

5.1 Survey of Existing and Emerging Paradigms in Cognition and Cog-
nitive Vision

There are several quite distinct approaches to the understanding and synthesis of cognitive
systems. These include physical symbol systems, connectionism, artificial life, dynamical
systems, and enactive systems [43, 11]. Each of these makes significantly different as-
sumptions about the nature of cognition, its purpose, and the manner in which cognition
is achieved. Among these, however, we can discern two broad classes: the cognitivist
approach based on symbolic information processing representational systems; and the
emergent systems approach, embracing connectionist systems, dynamical systems, and
enactive systems, based to a lesser or greater extent on principles of self-organization.

5.1.1 Cognitivist Models

Cognitivism asserts that cognition involves computations defined over symbolic represen-
tations, in a process whereby information about the world is abstracted by perception,
represented using some appropriate symbol set, reasoned about, and then used to plan
and act in the world. This approach has also been labelled by many as the information
processing approach to cognition [44, 45, 46, 47, 48, 49, 43]. Traditionally, this has been
the dominant theme in cognitive science [45] but there are indications that the discipline
is migrating away from its stronger interpretations [11].

For cognitivist systems, cognition is representational in a strong and particular sense:
it entails the manipulation of explicit symbolic representations of the state and behaviour
of an objective external world [50]. Reasoning itself is symbolic: a procedural process
whereby explicit representations of an objective world are manipulated and possibly trans-
lated into language.

In most cognitivist approaches concerned with the creation of artificial cognitive sys-
tems, the symbolic representations are the product of a human designer. This is significant
because it means that they can be directly accessed and understood or interpreted by hu-
mans and that semantic knowledge can be embedded directly into and extracted directly
from the system. However, it has been argued that this is also the key limiting factor
of cognitivist vision systems: these designer-dependent representations are the idealized
descriptions of a human cognitive entity and, as such, they effectively bias the system (or
‘blind’ it [50]) and constrain it to a domain of discourse that is dependent on, and a conse-
quence of, the cognitive effects of human activity. This approach works well as long as the
system doesn’t have to stray too far from the conditions under which these descriptions
were formulated. The further one does stray, the larger the ‘semantic gap’ [51] between
perception and possible interpretation, a gap that is normally plugged by embedding pro-
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grammer knowledge or enforcing expectation-driven constraints [52] to render a system
practicable in a given space of problems.

This approach usually then goes hand-in-hand with the fundamental assumption that
‘the world we perceive is isomorphic with our perceptions of it as a geometric environ-
ment’ [53]. The goal of cognition, for a cognitivist, is to reason symbolically about these
representations in order to effect adaptive, anticipatory, and goal-directed behaviour.

The vast majority of computer vision systems, both cognitive and classical, adopt an
essentially cognitivist position, especially with regard to their approach to representational
issues (e.g. see [54, 55, 56]), although there are some notable exceptions (e.g. [57]). Since
real perceptual systems work with inherently uncertain, time-varying, and incomplete in-
formation, computer vision systems are increasingly turning to the use of machine learning
to improve the resilience of these systems (e.g. [58]). However, this doesn’t alter the fact
that the representational structure is still predicated on the descriptions of the designers.
The significance of this will become apparent in later sections.

An example of the use of explicit symbolic (or conceptual) knowledge in cognitivist sys-
tems can be found in [59]. This is a model-based cognitive vision system, developed for the
interpretation of video sequences of traffic behaviour and the generation of a natural lan-
guage description of the observed environment. It proceeds from signal represententations
to symbolic representations through several layers of processing, including gradient-based
optical flow, edge detection, 3D model fitting, Kalman filter based computation of object
vehicle trajectories. These trajectories are categorized as elementary vehicle movements
or manoeuvers, Finally, vehicle behaviour is represented by situation graph trees (SGT)
based on these manoeuvers. Automatic interpretation of this representation of behaviour
is effected by translating the SGT into a logic program (based on fuzzy metric temporal
Horn logic). Note that the flow of control between the sub-symbolic and symbolic levels
is bi-directional so that, for example, the behaviour representational level can provide in-
put to improve the performance of the Kalman filter tracking during periods of occlusion
(Kalman filters are normally driven only by sensory data). See also [60, 61, 62, 63, 64] for
related work.

The cognitivist assumptions are also reflected well in the model-based approach de-
scribed in [65, 66] which uses Description Logics, based on First Order Predicate Logic,
to represent and reason about high-level concepts such as spatio-temporal object configu-
rations and events.

Probabilistic frameworks have been proposed as an alternative (or sometimes an ad-
junct [65]) to these types of deterministic reasoning systems. For example, a cognitive
vision system for interpreting the activities of expert human operators is described in
[67, 68, 69]. It exploits dynamic decision networks (DDN) — an extension of Bayesian
belief networks to incorporate dynamic dependencies and utility theory [70] — for recog-
nizing and reasoning about activities, and both time delay radial basis function networks
(TDRBFEN) and hidden markov models (HMM) for recognition of gestures. Although
this system does incorporate learning to create the gesture models, the overall symbolic
reasoning process, albeit a probabilistic one, still requires the system designer to identify
the contextual constraints and their causal dependencies (for the present at least: on-
going research is directed at removing this restriction) [67, 68, 69].10 Recent progress in

198ee [70] for a survey of probabilistic generative models for learning and understanding activities in
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autonomously constructing and using symbolic models of behaviour from sensory input
using inductive logic programming is reported in [71].

The dependence of cognitivist approaches on designer-oriented representations is also
well exemplified by knowledge-based systems such as those based on ontologies. For exam-
ple, see [54] which describes a framework for an ontology-based cognitive vision system that
focusses on mapping between domain knowledge and image processing knowledge using a
visual concept ontology incorporating spatio-temporal, textural, and colour concepts.

An adaptable system architecture for observation and interpretation of human activity
that dynamically configures its processing to deal with the context in which it is operat-
ing is decribed in [72] while a cognitive vision system for autonomous control of cars is
described in [73].

A cognitive framework that combines low-level processing with high-level processing
using a language-based ontology and adaptive Bayesian networks is described in [74]. The
system is self-referential in the sense that it maintains an internal representation of its goals
and current hypotheses. Visual inference can then be performed by processing sentence
structures in this ontological language. It adopts a quintessentially cognitivist symbolic
representationalist approach, albeit that it uses probabilistic models, since it requires that
a designer identify the “right structural assumptions” and prior probability distributions.

5.1.2 Emergent Systems

Emergent systems, embracing connectionist, dynamical, and enactive systems, take a very
different view of cognition. Here, cognition is a process of self-organization whereby the
system is continually re-constituting itself in real-time to maintain its operational identity
through moderation of mutual system-environment interactions and co-determination [75].
Co-determination implies that the cognitive agent is specified by its environment and at
the same time that the cognitive process determines what is real or meaningful for the
agent. In a sense, co-determination means that the agent constructs its reality (its world)
as a result of its operation in that world.

Co-determination is one of the key differences between the emergent paradigm and the
cognitivist paradigm. For emergent systems, perception provides appropriate sensory data
to enable effective action [75] but it does so as a consequence of the system’s actions. In the
emergent paradigm, cognition and perception is functionally-dependent on the richness of
the action interface [76].

One of the key features of emergent systems is that “the system’s connectivity becomes
inseparable from its history of transformations, and related to the kind of task defined for
the system” [43]. Whereas in the cognitivist approach the symbols are distinct from what
they stand for, in the emergent approach, meaning relates to the global state of the system.
Indeed, the meaning is something attributed by an external third-party observer to the
correspondence of a system state with that of the world in which the emergent system is
embedded.

Dynamical systems theory is one of the most promising approaches to the realization
of emergent cognitive systems. Advocates of the dynamical systems approach to cognition
(e.g. [45, 49, 77]) argue that motoric and perceptual systems, as well as perception-

dynamic scenes.
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action coordination, are dynamical systems, that self-organize into meta-stable patterns
of behaviour.

Proponents of dynamical systems point to the fact that they directly provide many of
the characteristics inherent in natural cognitive systems such as multi-stability, adaptabil-
ity, pattern formation and recognition, intentionality, and learning. These are achieved
purely as a function of dynamical laws and consequent self-organization. They require no
recourse to symbolic representations, especially those that are the result of human design.

Clark [11] has pointed out that the antipathy which proponents of dynamical systems
approaches display toward cognitivist approaches rests on rather weak ground insofar as
the scenarios they use to support their own case are not ones that require higher level
reasoning: they are not ‘representation hungry’ and, therefore, are not well suited to
be used in a general anti-representationalist (or anti-cognitivist) argument. At the same
time, Clark also notes that this antipathy is actually less focussed on representations per se
(dynamical systems readily admit internal states that can be construed as representations)
but more on objectivist representations which form an isomorphic symbolic surrogate of
an absolute external reality.

It has been argued that dynamical systems allow for the development of higher order
cognitive functions such as intentionality and learning, at least in principle [45]. Although
dynamical models can account for several non-trivial behaviours that require the integra-
tion of visual stimuli and motoric control, including the perception of affordances, percep-
tion of time to contact, and figure-ground bi-stability [78, 79, 45, 80, 81], the principled
feasibility of higher-order cognitive faculties has yet to be validated.

Enactive systems take the emergent paradigm even further. In contradistinction to
cognitivism, which involves a view of cognition that requires the representation of a given
objective pre-determined world [77, 43], enaction [82, 83, 84, 75, 85, 43, 50] asserts that
cognition is a process whereby the issues that are important for the continued existence
of a cognitive entity brought out or enacted: co-determined by the entity as it interacts
with the environment in which it is embedded. Thus, nothing is ‘pre-given’, and hence
there is no need for symbolic representations. Instead there is an enactive interpretation:
a real-time context-based choosing of relevance. The advantage is that it focusses on the
dynamics by which robust interpretation and adaptability arise.

A key postulate of enactive systems is that reasoning, as we commonly conceive it, is
the consequence of reflexive use of the linguistic descriptive abilities to the cognitive agent
itself. Linguistic capability is in turn developed as a consequence of the consensual co-
development of an epistemology in a society of phylogenically-identical cognitive agents.
This is significant: reasoning in this sense is a descriptive phenomenon and is quite distinct
from the self-organizing mechanism (i.e. structural coupling and operational closure [75])
by which the system/agent develops its cognitive and linguistic behaviours. Since language
(and all inter-agent communication) is a manifestation of high-order cognition, specifi-
cally co-determination of consensual understanding amongst phylogenically-identical and
ontogenically-compatible agents, symbolic or linguistic reasoning is actually the product
of higher-order social cognitive systems rather than a generative process of the cognition
of an individual agent.

Theoretical support for the emergent position can be found in recent studies which
have shown that an organism can learn the dimensionality and geometry of the space in
which it is embedded from an analysis of the dependencies between motoric commands
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and consequent sensory data, without any knowledge or reference to an external model
of the world or the physical structure of the organism [86, 87]. The conceptions of space,
geometry, and the world that the body distinguishes itself from arises from the sensorimo-
tor interaction of the system, exactly the position advocated in developmental psychology
[49].

An example of a connectionist system which exploits the co-dependency of perception
and action in a developmental setting can be found in [28]. This is a biologically-motivated
connectionist system that learns goal-directed reaching using colour-segmented images de-
rived from a retina-like log-polar sensor camera. The system adopts a developmental
approach: beginning with innate inbuilt primitive reflexes, it learns sensorimotor coordi-
nation. Radial basis function networks have also been used in cognitive vision systems,
for example, to accomplish face detection [68].

5.1.3 Hybrid Models

Recently, effort has gone into developing approaches which combine aspects of the emer-
gent systems and cognitivist systems [76, 7, 88]. These hybrid approaches have their roots
in strong criticism of the use of explicit programmer-based knowledge in the creation of
artificially-intelligent systems [89] and in the development of active ‘animate’ perceptual
systems [90] in which perception-action behaviours become the focus, rather than the
perceptual abstraction of representations. Such systems still use representations and rep-
resentational invariances but it has been argued that these representations should only be
constructed by the system itself as it interacts with and explores the world rather than
through a priori specification or programming [76]. Thus, a system’s ability to interpret
objects and the external world is dependent on its ability to flexibly interact with it and
interaction is an organizing mechanism that drives a coherence of association between
perception and action. Action precedes perception and ‘cognitive systems need to acquire
information about the external world through learning or association’ [7]. Hybrid systems
are in many ways consistent with emergent systems while still exploiting programmer-
centred representations (for example, see [58]).

Recent results in building a cognitive vision system on these principles can be found
in [91, 92, 93]. This system architecture combines a neural-network perception-action
component (in which percepts are mediated by actions through exploratory learning) and
a symbolic component (based on concepts — invariant descriptions stripped of unnecessary
spatial context — which can be used in more prospective processing such as planning or
communication). A biologically-motivated system, modelled on brain function and cortical
pathways and exploiting optical flow as its primary visual stimulus, has demonstrated the
development of object segmentation, recognition, and localization capabilities without any
prior knowledge of visual appearance though exploratory reaching and simple manipulation
[27]. This hybrid extension of the connectionist system [28] also exhibits the ability to
learn a simple object affordance and use it to mimic the actions of another (human) agent.
An embodied robotic system that can achieve appearance-based self-localization using a
catadioptric panoramic camera and an incrementally-constructed robust eigenspace model
of the environment is described in [57].
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5.2 Paradigms and Capabilities: How Do They Measure Up?

It is important to realize that the foregoing paradigms are not equally mature and it is not
clear which paradigm will ultimately be successful. The arguments in favour of dynamical
systems and enactive systems are compelling but the current capabilities of cognitivist
systems are actually more advanced. However, cognitivist systems are also quite brittle
and have achieved little in all of the cognitive capabilities associated with generalization.
Enactive and dynamical systems should in theory be much less brittle because they emerge
through mutual specification and co-development with the environment, but their cogni-
tive capabilities are actually very limited at present. To date, dynamical systems theory
has provided more of a general modelling framework rather than a model of cognition [94]
and has so far been employed more as an analysis tool than as a tool for the design and
synthesis of cognitive systems [95, 94]. The extent to which this will change, and the speed
with which it will do so, is uncertain. Hybrid approaches seem to offer the best of both
worlds but it is unclear how well one can combine what are ultimately highly antagonistic
underlying philosophies. Opinion is divided, with arguments both for (e.g. [11, 92, 96])
and against (e.g. [94]). What is clear is that all paradigms will continue to evolve and
should be supported in that evolution. What is important for us in this document is to
accord relative priorities in the research agenda that enables this evolution.

Ideally, we would present here a survey of the scientific foundations — the theoretical
models — that can be deployed in each paradigm to achieve each capability, including
where possible examples of their use in accomplishing task-specific competences. Such
a survey is important for two reasons. First, it would ground the issues raised in this
roadmap in specific details thereby demonstrating in concrete terms what is currently
possible and how it can be realized in practice. Second, it would bring to the fore the
deep inter-relationships between each of the scientific foundations and each of the capa-
bilities. In addition, it would show explicitly the part played by vision in each component
capability and the impact vision has on each constituent scientific foundation. This sur-
vey will be carried out by the members of ECVision at some point in the future. In the
meantime, the ECVision Cognitive Computer Vision Ontology'!, the ECVision Cognitive
Vision Model Syllabus!?, and the ECVision Indexed and Annotated Bibliography!'? to-
gether provide a good overview of the current state of the art in many of the constituent
scientific foundations.

6 Scientific Development

The basis for our research roadmap is now becoming apparent: we have a clear view of dif-
ferent approaches that one can adopt in developing visually-enabled cognitive systems. We
know what enabling capabilities need to be realized and we can see how these capabilities
combine to form task-specific competences. We also have to a lesser extent some idea of the
scientific foundations that can be deployed in each paradigm to achieve each capability. A
comprehensive research programme must ultimately address each capability for which we
don’t have a strong scientific theory in whatever paradigm seems the most appropriate and

"http://homepages.inf.ed.ac.uk/rbf/ CCVO/CCVOentry.htm
2http://homepages.inf.ed.ac.uk/rbf/ CCVO /cvsyldraft.htm
Y http://www.ecvision.org/bibliography /Indexed_and _Annotated Bibliography.htm
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then set about creating such a theory. However, this straightforward approach is not ap-
propriate for formulating a research roadmap because many of the functional capabilities
and their underpinning scientific theories are inter-dependent and should not be treated
in isolation from one another. This is a natural consequence of the system-orientation of
the area. Furthermore, we need to be conscious of the relative maturity and associated
risk of each possible approach. To formulate the research roadmap well, we need to know
and understand both the key issues that strongly influence the shape any scientific theory
will take as well as the scientific problems that underpin the various capabilities. In this
section, we will look at the first point and we will discuss two core scientific concerns.
The approach one takes to these has a strong bearing on the way one will subsequently
address the creation of a theory of visually-enabled cognitive systems. In the next section,
we will then treat each of the specific scientific and technological challenges that underpin
the cognitive vision capabilities.

6.1 Core Scientific Concerns

6.1.1 The Balance between Phylogeny and Ontogeny: Hard-Wired Function-
ality vs. Learned Capabilities

In Section 4.1 we already noted that one of the biggest open questions in cognitive vision
is the minimal architecture required to configure a cognitive vision system and enable it
to boot-strap cognitive development. There are two perspectives on this, depending on
whether one takes a cognitivist stance or an emergent stance.

In the cognitivist stance, the issue comes down to the balance between required ‘pre-
knowledge’ and acquirable knowledge (and the processes that acquire that knowledge).
The question then is: How much does one need to know and to be able to do in order to
be capable of learning new things, such as concepts or actions? In other words, we need
a clear cut set of conditions under which certain learning can take place.

In the emergent stance, there is a trade-off between phylogenic configuration and on-
togenic development. Phylogeny — the evolution of the system configuration from gener-
ation to generation — determines the visuo-motor capability that a system is configured
with at the outset and which facilitates the system’s innate behaviours. Ontogenic de-
velopment — the adaptation and learning of the system during its lifetime — gives rise
to the cognitive capabilities that we seek. Since we don’t have the luxury of having evo-
lutionary timescales to allow phylogenic emergence of a cognitive system (we can’t wait
around to evolve a cognitive system from nothing) we must somehow identify a minimal
phylogenic state of the system. In practice, this means that we must identify and effect
visuo-motor capabilities for the minimal reflex behaviours that ontogenic development will
subsequently build on to achieve cognitive behaviour.

In both stances, we need to decide what visual processing capabilities are needed for
a minimal cognitive vision system. This is essentially the same thing as saying we need to
decide how we will effect the first few generic vision functionalities outlined in Section 1.1
and expanded upon in Sections 4.1 and 4.2.

Apart from the central issue of the initial phylogenic configuration, i.e. the minimal
configuration that is necessary to enable ontogenic development, there is also the issue of
the phylogenic evolution of the system over time. This is the process whereby ontogeny
influences phylogeny and whereby learned capability becomes innate in subsequent gen-
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erations of the system. It facilitates greater efficiency and, perhaps, even provides the
potential for greater complexity. Many problems remain to be solved before we reach this
stage but, at some point in the future, it is likely to become an important consideration.

6.1.2 The Need for Embodiment

The question as to whether cognitive vision systems necessarily have to be embodied or
not is one of the most divisive issues in the field. The divisiveness arises from the different
stances taken by the different paradigms. We begin by looking at the issue from both the
cognitivist and the emergent perspectives, and then consider the implications.

From the perspective of the cognitivist paradigm, there is no case for embodiment,
at least none for it as a mandatory requirement of cognition. Cognitivist systems don’t
necessarily have to be embodied. The very essence of the cognitivist approach is that
cognition comprises computational operations defined over symbolic representations and
these computational operations are not tied to any given instantiation. They are abstract
in principle. It is for this reason that it has been noted that cognitivism exhibits a form of
mind-body dualism [49, 97]. Symbolic knowledge, framed in the concepts of the designer,
can be programmed in directly and doesn’t have to be developed by the system itself
through exploration of the environment. Some cognitivist systems do exploit learning to
augment or even supplant the a priori designed-in knowledge and thereby achieve a greater
degree of adaptiveness, reconfigurability, and robustness. Embodiment may therefore offer
an additional degree of freedom to facilitate this learning, but it is by no means necessary.

The clear advantage of this position is that a successful cognitivist model of cognition
could be instantiated in any physical context and, theoretically at least, be ported to any
application domain.

The perspective from emergent systems is diametrically opposed to the cognitivist
position. Emergent systems, by definition, must be embodied and embedded in their
environment in a situated historical developmental context [49].

To see why embodiment is a necessary condition of emergent cognition, consider what
cognition means in the emergent paradigm. It is the process whereby an autonomous sys-
tem becomes viable and effective in its environment. In this, there are two complementary
things going on: one is the self-organization'? of the system as a distinct entity, and the
second is the coupling of that entity with its environment. ‘Perception, action, and cogni-
tion form a single process’ [97] of self-organization in the specific context of environmental
perturbations of the system. This gives rise to the co-development of the cognitive system
and its environment and thereby to the ontogenic development of the system itself over
its lifetime. This development is identically the cognitive process of establishing the space
of mutually-consistent couplings. Put simply, the system’s actions define its perceptions
but subject to the strong constraints of continued dynamic self-organization. The space
of perceptual possibilities is predicated not on an objective environment, but on the space
of possible actions that the system can engage in whilst still maintaining the consistency
of the coupling with the environment. These environmental perturbations don’t control
the system since they are not components of the system (and, by definition, don’t play a

14The self-organization is achieved through an operationally-closed network of activities characterized by
circular causality [45] and possibly modelled by a dynamical system defined over space of order parameters
and control parameters.
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part in the self-organization) but they do play a part in the ontogenic development of the
system. Through this ontogenic development, the cognitive system develops its own epis-
temology, i.e. its own system-specific knowledge of its world, knowledge that has meaning
exactly because it captures the consistency and invariance that emerges from the dynamic
self-organization in the face of environmental coupling. Thus, we can see that, from this
perspective, cognition is inseparable from ‘bodily action’ [97]: without physical embodied
exploration, a cognitive system has no basis for development. Although this argument is
compelling, it has one weakness: it requires you to accept the legitimacy of the emergent
thesis. Many don’t. If you do accept it, then the necessity of embodiment follows directly.

If this argument for embodied perception is valid then it’s necessary to consider what
exactly it means to be embodied. One form of embodiment, and clearly the type envis-
aged by proponents of the dynamical and enactive systems approach to cognition, is a
physically-active body capable of moving in space, manipulating its environment, altering
the state of the environment, and experiencing the physical forces associated with that
manipulation [97]. This ‘strong’ form of embodiment clearly satisfies the conditions of the
emergent argument for embodiment and it seems to be a good place to begin because,
having satisfied the boundary conditions, one can then focus on the core problem: the
development of rigorous models of cognitive and perceptual processing. However, many
computer vision and cognitive systems researchers have concerns about accepting this sce-
nario as it seems to suggest that the only possible cognitive vision systems are ones that are
part of robotic systems. This goes against much of the motivation for the creation of cog-
nitive vision systems: resilience, robustness, re-configurability, open-ended improvement
of performance, and especially automatic adaptability to unforeseen operating conditions.
Robotic applications are certainly not the only ones that can benefit from these capabil-
ities. this is the only domain in which a cognitive system can be developed. There are
two issues at stake here: first, is there a ‘weaker’ form of embodiment that still satisfies
the needs of emergent systems, and second, even if there isn’t does this necessarily imply
that the only domain of application of cognitive systems is robotics?

The first issue comes down to the question of what it means to act in the environment.
Is a speech act an action? Does action requires mobility? Does action require any physical
contact with the environment? Or, is it sufficient for a system to be able to effect some
change in the environment? And, if this is the case, what exactly constitutes a change in
the environment: a change in mechanical or bodily configuration or just a modification in
its state, such as switching on and off some electrical device?

If one looks closely at the emergent paradigm, one finds two cornerstones: the oper-
ational closure (or circular causality) of the system, and the structural coupling of the
system with its environment. Operational closure by itself does not imply a need for
embodiment: it is an organizational principle and applies to systems of many temporal
and spatial scales. Coupling with the environment is a little trickier. The key require-
ment is that the mutual perturbations implied by the coupling, i.e. the mutual system-
environment interactions, should be rich enough to drive the ontogenic development but
not destructive of the self-organization. It would seem then, that there is nothing in prin-
ciple that requires the ‘action’ to be physical in any strong sense and, therefore, that it
should be possible to develop an embodied cognitive vision system in any application that
offers a suitably rich set of interactions. There is, however, an important caveat. In such
a system, there is no guarantee that the resultant cognitive behaviour will be in any way
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consistent with human models or preconceptions of cognitive behaviour (but that may be
quite acceptable, as long as the system performs its task adquately). If we want to ensure
compatibility with human cognition, then it would seem that we do indeed have to admit
the stronger version of embodiment and adopt a domain of discourse that is the same as
the one in which we live: one that involves physical movement, forcible manipulation, and
exploration.

This brings us to the second issue: is a cognitive vision system that has been developed
in a robotics setting only of use in that setting? The answer is probably ‘no’: once
the cognitive capacity has been developed, removal of the robotic interaction doesn’t
diminish the capacity, though it may inhibit further development. Thus, in principle, a
cognitive vision system might be developed in a robotic setting and then transplanted to
an embedded passive setting.

7 The Research Roadmap

We come finally to the research roadmap proper: a list of priority topics that require
immediate investigation if the emerging area of cognitive vision — the science of visually-
enabled cognitive systems — is to develop to the point where it can be considered a
discipline with well-understood aims, sound constitutive theories, scientific methods, and
exploitable technologies. This section sets out this schedule, first by enumerating the
topics and then by considering the timing and resource implications. It concludes with a
brief analysis of ways to maximize the impact of the roadmap.

It should be clearly understood at the outset that there is a need to engage in research
of each and every one of the ten scientific foundations identified in Section 4.1:

Visual sensing;
Architecture;
Representation;

Memorys;

Learning;

Recognition;

Deliberation & reasoning;

Planning;

© o NS oW N

Communication;

Action.

[t
e

Similarly, there is the complementary need to develop all eight of the functional capabilities
identified in Section 4.2 (but not necessarily all in the same system):

Detection and Localization;
Tracking;
Classification and categorization;

Prediction;

DA R

Concept formation and visualization;
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6. Inter-agent communication and expression;
7. Visuo-motor coordination;

8. Embodied exploration.

However, because of the inter-dependencies both between the scientific foundations and
between the functional capabilities that we have already spoken of, this research should be
carried out in the context of major ‘challenges’. We propose here seven such challenges that
constitute the priority topics for research in cognitive vision. The first four are concerned
with the scientific foundations of cognitive vision systems and the last three deal with key
methodological issues. These are:

Advancement of methods for continuous learning;

Identification of minimal system architecture(s);

Goal identification and achievement;

Generalization of operation;

Utilization and advancement of systems engineering methodologies;

Development of complete systems with well-defined competences;

NS e W=

Creation of research tools.

We discuss each of these in detail below.

7.1 Priority Challenges
7.1.1 Methods for Continuous Learning

In the foregoing, we have seen that the creation of cognitive systems, be they based
on the premises of cognitivist approaches or emergent approaches, depend to a great
degree on inherent systemic development, through learning, development, and exploration.
Cognitive systems — visual or otherwise — are shaped by their experiences. Furthermore,
cognitive development is an open-ended process. Consequently, there is a great need to
build on our present understanding of methods for continuous learning and develop them
to work on an extended range of issues such as invariances, affordances, actions/activities,
concepts, representations, and categories.

More specifically, research on three aspects of continuous learning is required. These
are:

1. Learning mechanisms;
2. Representations and feature sets;
3. Learning domains.

The learning mechanisms should facilitate fast, incremental, and continuous learning,
with large capacity and graceful degradation.

The representations and feature sets need to be efficient and extendable. Visual sensing
techniques need to be developed to create these feature sets.

Finally, the use of learning in several domains should be investigated. These do-
mains include the development of representations, both spatio-temporal (or perceptual)
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and symbolic (or conceptual), and the mapping between these representations.'® The
mapping from perceptual to conceptual is intended to facilitate expression, communica-
tion, categorization, and deliberation, whereas the mapping from conceptual to perceptual
is intended to facilitate contextualization and/or embodied action. It must be emphasized
that we are concerned in both domains with learning in two distinct senses: first, param-
eter estimation (the population of designed representations and mappings); and, second,
system identification'® (the development of new representations and mappings). Learning
in the second sense is the more difficult research challenge.

There is also a need to investigate training strategies for all learning mechanisms to
overcome possible bottlenecks in learning rates such as those caused by the requirement of
real-time coupling and interaction between cognitive agent and its environment and those
caused by embodied cognition. Possible stategies include mixed virtual and real-world
training.

7.1.2 Minimal Architectures

The balance between phylogenic configuration and ontogenic development & learning
should be investigated to determine the minimal system configuration or architecture that
will permit effective cognitive development. This issue is concerned in particular with
the identification of the hard-wired or innate computer vision capabilities (such as those
outlined in Sections 4.1, 4.2.1, and 4.2.2) and the mechanisms that drive the learning or
developmental process (such as those mentioned in Sections 4.2.6 and 4.2.8).

For example, in the case of a conventional physical symbol representational system (i.e.
a cognitivist system) we need to identify the minimal set of information processing modules
and their network of inter-relationships. In the case of a dynamical system, we need to
identify at least the dynamical equations, the collective variables (order parameters), and
the control parameters.

A significant part of this exercise is to specify how each scientific foundation should be
mapped to each of the functional capabilities, acknowledging that not every system will
require all scientific foundations or all capabilities.

7.1.3 Goal Identification and Achievement

Goals are crucial for cognitive systems. With cognitivist approaches, goals are specified or
stipulated explicitly by external observers in terms that are based on the required abilities
as assemblages of contributing capabilities. That is, they are specified in terms of the
outcome of cognitive behaviour. With emergent approaches, goals are much more difficult
to specify since cognitive behaviour is a non-specific emergent consequence of a set of
system dynamics. Consequently, they have to be stipulated in terms of constraints or
boundary conditions on the system configuration, either through phylogenic make-up or
ontogenic development, or both. It is a significant research challenge to understand how
to do this effectively.

15Note that we use both of the terms representation and symbolic in the neutral senses we have adopted
throughout this document and without any prejudice as to the cognition paradigm (cognitivist, connec-
tionist, dynamical, or enactive) in which learning is effected.

16We use the term system identification in a more general sense than its normal meaning of linear
modelling of dynamic systems based on measured input-output data.
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Recognizing that different approaches or paradigms have fundamentally different view-
points on how goals can be introduced into the system and what part they play in the
specification of the system, it is necessary nonetheless for all approaches to investigate the
issue. In particular, it is necessary to consider:

1. how implicit goals, which can be a function of the phylogenic make-up of the system,
i.e. of its initial configuration, can be specified and incorporated.

2. how externally-communicated goals can be introduced to the system from its envi-
ronment or from those interacting with it, e.g. through some form of communication
or through training.

7.1.4 Generalization

The transferability of competences or skills from one context to another is one of the
ultimate goals of cognitive vision systems. This applies both in the sense of adaptability
to new application scenarios and in the sense of being able to hypothesize about different
‘virtual’” situations in a given scenario. This transferability requires some mechanism
for generalization based on experience, achieved perhaps through analogical reasoning,
metaphorical deliberation, or manipulation of visual memory.

As always, the particular approach will be dependent on the chosen paradigm. Of par-
ticular concern is the need to investigate the extent to which this generalization capability
is dependent on having established some form of inter-agent cognitive communication in
the system (such as language, speech, or gesture).

7.1.5 Utilization and Advancement of Systems Engineering Methodologies

Two things are relatively certain: (a) cognitive vision systems will exhibit a very high
degree of system complexity and (b) they will depend heavily on software-based process-
ing. Quite apart from the challenges of developing cognitive characteristics, the system
and software complexities bring with them their own problems such as brittleness and
ungraceful degradation of performance. There is a need to address the deployment of
advanced systems science to achieve autonomic — self-regulation, self-description, self-
healing, self-critical — system behaviour as a necessary complement to the processes of
cognitive development. Furthermore, the relationship between these systems engineering
considerations and cognitive processes should be addressed. For example, homeostasis
or self-regulation is a plausible (and possibly necessary) precursor to the emergence of
cognition.

7.1.6 Development of Complete Systems with Well-defined Competences

In cognitive vision, the systems aspect is crucial. A cognitive system, visual or otherwise, is
first and foremost a system: a collection of necessary and mutually-dependent parts which
together achieve a desired function or behaviour. A priority then in the development
of cognitive vision is to focus on the construction of complete visually-enabled cognitive
systems. The functionality should be specified along the ‘competence’ dimension of the
3-D space illustrated in Figure 3 and the performance can be assessed accordingly. It is not
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enough to focus on just one or two distinct capabilities: any strong research programme
must target the whole system and at least a significant majority of the capabilities detailed
in the sections above. Furthermore, these complete systems should be developed in the
context of well-specified application scenarios that require the development of explicitly-
identified task-specific competences. Thus, research in visually-enabled cognitive systems
should be carried out in the context of complete systems, with a critical mass of functional
capabilities, driven by the need to exhibit or develop specific task-oriented competences.
Finally, the manner in which each scientific foundation is integrated into the whole system
must be set out in detail.

In creating complete systems, one needs to be cautious to ensure that the complexity
of the system is properly bounded by keeping in mind the need to say why each compo-
nent is a necessary part of the system, what role it plays, and how it interacts with other
components. The key goal in this endeavour is the achievement of a critical mass of capa-
bilities in a given application context rather than the incorporation of the full complement
of capabilities catalogued above.

7.1.7 Research Tools

There is a need therefore to create the research tools that provide at least the minimal
infrastructural pre-requisites to enable the construction of complete systems. Different
approaches to cognitive vision will have different needs and ideally each should be catered
for. Inevitably, several tools can be shared by different approaches.

The tools that need to be targetted include:

e Physical robotics systems with a sufficiently rich set of interfaces and a sufficiently
large number of degrees of freedom to (a) allow the development of cognitive be-
haviour, and (b) exercise the full spectrum of capabilities identified in the 3-D space
of cognitive vision detailed above.

e Software development environments with common device interfaces.

e Benchmarking scenarios, such as are outlined in the competence scenarios in Section
4.3.

It needs to be emphasized that the aim in developing these research tools is to create
a common research framework to facilitate collaborative and even competitive work, to
enable sharing and effective comparison of results, and to promote the establishment of a
common body of theoretical and empirical knowledge in cognitive vision systems.

7.2 Time Horizons and Resource Implications

We have noted the pre-paradigmatic status of cognitive vision several times already in this
document. This status means that the time horizon for the achievement of the ultimate
goals of cognitive vision systems are quite distant: as a whole, this research roadmap repre-
sents a 20 year plan, not a 5 year plan. With that said, there is reason to be optimistic that
much will be accomplished on the road to the ultimate goals and that significant results
can be attained in the short-term as well as the long-term. In particular, successful results
in the short-term will probably be achieved in the priority challenges of Architecture and
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Learning, insofar as scientific breakthroughs are concerned, and in the priority challenges
of Tools and Systems Engineering, insofar as enabling technologies are concerned. The
complete attainment of the aims of the Generalization and Goals Achievement priority
challenges may take somewhat longer. Work on the Complete Systems challenge will
impact on all others in both the short-term and the long-term.

The pre-paradigmatic status also has an effect on the resource implications and on
the level of required investment because several competing strands of research need to be
accommodated. This is further accentuated by the system nature of cognitive vision since
it is essential that all of the priority challenges be worked on at the same time, beginning
now. One can’t simply cherry-pick a topic and focus on that to the exclusion of the others;
it is essential that the entire roadmap be followed, not just isolated parts of it.

7.3 Leveraging Impact

Even though we focus primarily on the scientific development of cognitive vision systems
in this roadmap, it is important not to forget that a strong motivation for cognitive vision
is to facilitate more robust commercial vision-based applications. Consequently, the in-
volvement of industrial interests is crucial to the development of the area, both to provide
focus on potential applications and identify essential functionality. Typically, cognitive
vision systems will provide adaptable and adaptive interfaces between humans and ma-
chines. These interfaces will be part of applications that either monitor human behaviour
or interact with humans, or both, especially in surroundings and situations that cannot be
modelled completely when the system is being designed. Section 4.3 detailed four applica-
tion scenarios (surveillance and monitoring, home assistance, autonomous navigation, and
emulation of infant behaviour). Other applications include the assessment of the behaviour
of shoppers in retail outlets, interactive toys, semantic annotation of image databases, and
monitoring of adaptive advertisements. To appreciate the impact of cognitive vision, it
is worth considering one application scenario in a little more detail. For example, home
assistance for the elderly and infirm is one class of applications that has much potential for
the exploitation of various degrees of cognitive vision functionality. With the increase in
the age profile of the global population, and the consequent rise in the cost of institutional
healthcare, home-based care for the elderly has become not only socially-desirable but
economically-necessary. This brings with it many problems, typically derived from the
need to monitor the condition and activities of the client in an non-intrusive manner and
to guide or prompt their actions in a natural way. This is in essence an exercise in the
creation of advanced interfaces between humans and assistive technology and cognitive
vision has a significant role to play.

In addition to providing application drivers for visually-enabled cognitive systems,
industrial involvement is also important to ensure effective utilization of the techniques
being developed: different aspects of the discipline will mature at different times and by
having industry directly involved it is easier to spot opportunities for timely commercial
exploitation.

7.4 The Way Forward

This document has set out what needs to be done to advance the discipline of cognitive
vision beyond it pre-paradigmatic status. If the document is to have long-term impact, this
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work must now be carried out by the scientific community, with or without EU funding.
Either way, it is hoped that the ideas put forward here will also be a positive influence on
those who are charged with creating the workplans for Framework 7 and beyond.

The ECVision research roadmap, three years in the making, is being finalized as the
end date for the ECVision contract approaches. This timing is not quite as unfortunate
as it seems for ECVision, as a thematic network, is precluded by its contract from funding
actual research. The network may identify what needs to be the subject of research, as
we have done here, but it can’t then take responsibilty for carrying out the subsequent
work. On the other hand, instruments do exist under Framework 6 that facilitate the
conduct of research. These include Networks of Excellence. In this document, we have
seen that the emerging discipline of cognitive vision can best be viewed as a form of
visually-enabled cognitive system and, therefore, it is a special case of a more general
area. Since the research projects in cognitive systems have only recently commenced,
and since the research agenda in the general area of cognitive systems is only now at
the stage ECVision was three years ago, it might be appropriate to delay the launch
of a Network of Excellence in cognitive systems for some time. However, it would be
very opportune and timely to create a Network of Excellence in visually-enabled cognitive
systems as a pilot precursor to a full cognitive systems Network of Excellence which would
subsequently subsume an ECYVision Network of Excellence under its broad umbrella of
topics, together with other special interest groups in the other modalities. The proposal
of such a Network of Excellence in visually-enabled cognitive systems is of course a matter
for the community, the members of ECVision, and the European Commission, but it would
be one very effective way of ensuring the future of cognitive vision.

8 Epilogue

The ultimate aim and guiding principle in our research should be to seek for simple cogni-
tive principles and mechanisms from which complex visually-enabled cognitive behaviour
can emerge, in whatever paradigm one is operating. The hope is that this roadmap will
aid the search.
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