A machine learning approach to non-uniform spatial downscaling of climate variables
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Abstract—This study presents a scalable and robust approach to spatial downscaling in the context of climate downscaling. We explore the ability of four techniques to downscale a climate variable to a given location of interest. As an example, we focus on downscaling daily mean air temperature at twelve stations located across the topographically complex province of British Columbia, Canada. The techniques include multi-linear regression (MLR), artificial neural networks (ANN), extreme learning machines (ELM) and long-short term memory networks (LSTM). Our method based on LSTM generalizes well to different locations and leads to higher downscaling accuracy compared to MLR and ELM. The performance of the models is measured based on statistical metrics, including the coefficient of determination, and the root mean square error.

Index Terms—Climate statistical downscaling, Reanalysis data, Artificial neural networks, Extreme learning machines, Long-short term memory networks

I. INTRODUCTION

Complete and accurate climate datasets are not readily available in many regions around the world. They are especially lacking in the areas which are most sensitive to climate change [1]. One of the reasons for this lack of data is the complex topography of such regions, where it is difficult to install and maintain weather stations. As a result, some of the regions most affected by climate change are unable to obtain detailed climate data needed to understand impacts and develop adaptation plans for future anthropogenic climate change [2]. For regional climate studies, the ideal case would be a representative and homogeneous distribution of weather observing stations across the region under investigation. But often, the closest station to the region of interest is tens or hundreds of kilometers away, and the available data may not represent the climate of locations of interest [3]. For example, in Canada, regions in the central and northern parts of the country, as well as remote mountain ranges in northern BC, maintaining climate stations is challenging due to the lack of accessibility and harshness of the terrain and climate. These conditions have resulted in significant gaps in spatial coverage and continuity of records [4].

To address this problem, scientists often rely on gridded reanalysis products as a replacement for pure observational data [4]. These datasets are produced by constraining a physics-based simulation with available station observations, so as to generate a gridded data product, where missing data points are filled in by the simulation in a physically consistent manner [5]. However, gridded products for remote areas are typically coarse resolution, and do not capture small-scale climatic characteristics associated with regional topographic features, such as mountain ranges or lakes. For this reason, it is usually necessary to re-process these data sets to a finer scale, in a way that accounts for such features, but does not introduce additional errors and biases. This process is referred to as downscaling.

In this work, we present a novel downscaling method that learns from gridded reanalysis data and local station data, and outperforms traditional Multiple Linear Regression (MLR) techniques, in terms of downscaling accuracy. Our method can be used for locations with available historical observational data as well as new locations where no historical observational data is available, a case where traditional downscaling methods perform poorly. Our method offers four key advantages:

- Our method learns non-linear relationships and seasonal dependencies on given grid nodes across time series. This minimizes the manual feature engineering required to capture complex, location-dependent behavior.
- Our method learns from non-uniform data fields as it uses both low-resolution gridded data and scattered weather stations observations; a major improvement over downscaling methods in the literature that learn solely from gridded data.
- Our method can be applied to any region, as it doesn’t need to be adapted for different topographies. We have tested it for locations across the province of British Columbia, which is characterized by a highly complex topography (i.e., mountains, proximity to large bodies of water, etc), for which traditional downscaling methods fail. The method can be applied without modification to any region in the world, no matter how complex the topography.
- Our method is flexible as it can be used with different types of neural networks. In this study, we compare the use of ANN, ELM and LSTM to traditional MLR.

The paper is organized as follows. In Section II, we introduce the downscaling task in more detail, as well as previous
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work in the literature. In Section III, we present our novel downscaling method based on non-uniform data use along with the theoretical background behind the models. In Section IV, we evaluate our method on a real-world dataset of daily mean air temperatures in British Columbia, Canada. Section V covers a discussion of our results.

II. BACKGROUND

Downscaling has received significant attention in the climate science community and has a wide range of applications [6]. Downscaling provides detailed climate and weather data at specific locations—a prerequisite for modeling environmental processes at the regional and local scale [7] and the sustainable management of natural resources [8]. Downscaling is also used on projections of future climate change from Global Climate Models (GCMs), as these models use relatively coarse grids, and localized climate change projections are necessary for detailed impact studies.

Unlike data-driven models in machine learning, climate models are physics-based simulations, based on scientific first principles from several fields such as meteorology, oceanography, and geophysics [9]. These GCMs simulate the dynamics of the atmosphere including the effects of cloud formation, rainfall, wind, ocean currents, radiative heat transfer through the atmosphere, etc. [10]. Climate scientists and meteorologists use GCMs for a variety of tasks, including creating gridded reanalysis products from observational data of the recent past, and for projecting future climate change under various scenarios for likely human greenhouse gas emissions.

Typically, the output from a GCM is a time series (with a timestep of a few hours), for each climate variable, at each point on a global three dimensional grid, for several decades or centuries of simulation. These models are computationally demanding, requiring high performance computing platforms, and generate very large data volumes (a single model run produces many terabytes). For feasibility, global models compute key climate variables on relatively coarse grids, typically 100km–250km to a side.

Downscaling is used to interpolate the output of a global climate model to a finer grid with resolutions of the order of a few kilometers, while accounting for local topography and climate characteristics. There are two major forms of downscaling [11]:

- Dynamical downscaling involves the use of a high-resolution limited-area model in order to generate simulations at the desired resolution over the area of interest. While physically consistent, this approach is computationally very expensive, and can introduce large biases. Furthermore, the limited-area models typically still do not reach the desired resolution, so that another downscaling step employing statistical methods is still necessary [12].

- Statistical downscaling is relatively inexpensive (computationally), and inherently includes bias-correction. It relies on statistical or empirical relationships between the large-scale predictor fields from the model simulations and the variables of interest, at the location of interest.

These relationships have to be derived from historical observational data.

Statistical downscaling is challenging where there is insufficient historical data to derive robust relationships. The coverage of datasets from satellite measurements, station observations, and reanalysis products, which incorporate both, varies widely by region [2]. Several recent review papers describe the spatial interpolation methods used for downscaling in meteorology and climatology [13, 14, 15]. These techniques include nearest neighbor methods, splines, regression, kriging and cokriging but also machine learning techniques such as ANNs and SVMs [16, 17, 18, 19, 20, 21]. More recent studies have explored the use of super resolution convolutional neural networks (SRCNN) for statistical downscaling of climate variables. One study used an SRCNN for downscaling of ocean remote sensing data and found it to outperform bicubic interpolation [22], while another study applied a stacked SRCNN to a precipitation downscaling task and showed that it outperformed bias correction spatial disaggregation methods as well as traditional SVM and ANN models [2]. These SRCNN-based methods require a complete gridded dataset to train and evaluate the downscaling model. However, for cases where complete climate data fields are not available, our proposed approach can operate on sparse and irregular point data. We refer the reader to [23] for a review of single-image super-resolution techniques.

For air temperature records, several studies have focused on the interpolation of minimum and maximum temperatures [24, 25, 26, 14, 27]. All these studies, except for [14] and [27] were for regions characterized by a relatively uniform station density. On the other hand, none of these studies have explored the use of LSTMs, which are designed to handle sequence dependency. To the best of our knowledge, no other study applied ELMs nor LSTMs to the downscaling of climate variables in regions with complex topography.

Our method learns a mapping between a low-resolution reanalysis dataset and the climate at specific locations, using ANN, ELM and LSTM models. The method has two variants: (a) mapping to a location for which there is a past observational record (i.e. a station location) and (b) mapping to a location without a past observational record, in which case other stations in the region are used for training data. The method implicitly incorporates local climate characteristics and topographic features, as they are captured in the observational data.

III. MODEL DEVELOPMENT

A. Theoretical background

In this section, we develop a downscaling method for climate data, combining two sources of inputs: observational station records and reanalysis gridded datasets. We begin with a single neural network model, for example an LSTM (Figure 1). LSTMs are part of a family of neural networks called recurrent neural networks (RNNs). As opposed to ordinary ANNs, RNNs allow forward and backward connections between neurons, which makes them well fit for processing sequential data. Consequently, LSTMs, which use purpose-built memory cells
to store information, have a better ability to find and exploit long range dependencies in the data. For a more detailed and formal coverage of the topic, the reader is directed to [28]. We start by defining the LSTM update equations in the commonly used version from [29]:

\begin{align*}
    i_t &= \sigma(W_{xi} x_t + W_{hi} h_{t-1} + W_{ci} c_{t-1} + b_i) \quad (1) \\
    f_t &= \sigma(W_{xf} x_t + W_{hf} h_{t-1} + W_{cf} c_{t-1} + b_f) \quad (2) \\
    c_t &= f_t \odot c_{t-1} + i_t \odot \tanh(W_{xc} x_t + W_{hc} h_{t-1} + b_c) \quad (3) \\
    o_t &= \sigma(W_{xo} x_t + W_{ho} h_{t-1} + W_{co} c_t + b_o) \quad (4) \\
    h_t &= o_t \odot \tanh(c_t) \quad (5)
\end{align*}

where $\odot$ denotes the Hadamard product and $\sigma$ denotes the logistic sigmoid function. The gating functions are represented by $i_t, f_t, o_t$, which denote the input, forget and output gates at time $t$ respectively. $c_t, x_t$ and $h_t$ denote the cell activation vector, the input feature vector and the hidden output vector respectively.

The weight parameters are $W_{xi}, W_{xf}, W_{xc}, W_{xo}, W_{hi}, W_{hf}, W_{hc}$ and $W_{ho}$. These weight parameters connect the different inputs and gates with the memory cells and outputs. The bias terms are represented by $b_i, b_f, b_c$ and $b_o$. Optional connection weights $W_{ci}, W_{cf}$ and $W_{co}$ further influence the gates’ operation.

In addition to LSTM, we also investigate the use of MLR, ANN and ELM models. The theoretical background for MLR and ANN is provided in [31] and [32] respectively. For ELM, the model is based on a single layer feed-forward neural network architecture (SLFN), with a single nonlinear hidden layer. This architecture is different from the traditional feedforward back propagation (FFBP) ANN, as it starts by fixing the hidden layer weights and biases, drawn from a continuous probability distribution function, and then provides a closed-form least squares solution to the output weights achieved through a Moore-Penrose generalized inverse function (rather than using the iterative solution used in FFBP-ANNs) [33]. ELM has proved to be efficient in online and real-time time-series prediction, with faster learning and running speed than traditional neural networks [34, 35, 36]. In our method, an ELM model was used to train the $(x_i, y_i)$ data pairs. For a set of $N$ training samples, the SLFN with $L$ hidden neurons is expressed as [33]:

$$f_L(x) = \sum_{i=1}^{i=L} h_i(x) \beta_i = h(x)\beta$$

where $h_i(x)$ is the $i_{th}$ hidden neuron, $h(x)$ is the hidden neuron outputs representing the randomized hidden features of the predictor $x_i$, and $\beta$ is the output weight matrix. The output functions of the hidden neurons $h_i(x)$ can be represented as $h_i(x) = G(a_i, b_i, x)$ where $a_i \in R^d$ and $b_i \in R$, and $G(a_i, b_i, x)$ is defined using the hidden neuron parameters $(a, b)$. We compared five commonly used activation functions: (1) the tangent Sigmoid $G(a, b, x) = \frac{2}{1+e^{-2(x+a+b)}} - 1$, (2) the logarithmic sigmoid $G(a, b, x) = \frac{2}{1+e^{-(x+a+b)}}$, (3) the hard limit $G(a, b, x) = 1$ if $ax + b > 0$ or $0$ otherwise, (4) the triangular basis $G(a, b, x) = 1 - |ax + b|$ if $1 \leq ax + b \leq 1$ or $0$ otherwise, and (5) the radial basis $G(a, b, c) = e^{-(|ax + b|)^2}$.

The next step is to minimize the approximation error by solving for the weights connecting the hidden and the output layer ($\beta$) using least square fitting: $\min_{\beta \in R^{L \times M}} \| H\beta - T^2 \|$ where $\| \cdot \|$ is the Frobenius norm and $H$ is the randomized hidden output matrix in the form:

$$H = \begin{bmatrix}
    g(x_1) \\
    \vdots \\
    g(x_N)
\end{bmatrix} = \begin{bmatrix}
    g_1(a_1 x_1 + b_1) & \cdots & g_L(a_L x_1 + b_L) \\
    \vdots & \ddots & \vdots \\
    g_1(a_1 x_N + b_1) & \cdots & g_L(a_L x_N + b_L)
\end{bmatrix}$$

and the target matrix $T$ is expressed as:

$$T = \begin{bmatrix}
    t_{11} & \cdots & t_{1M} \\
    \vdots & \ddots & \vdots \\
    t_{N1} & \cdots & t_{NM}
\end{bmatrix}$$

An optimal solution is obtained by solving a system of linear equation $\beta^* = H^+ T$ where $H^+$ is the Moore-Penrose generalized inverse function (+). The optimal solution is then plugged in Equation (6) to predict the downscaled climate variable.

**B. Features**

The predictand of the models is the expected value of a given climate variable at a specific location and time. For predictors, many explanatory variables could be included in the analysis. Traditional downscaling techniques draw on data from digital elevation models (DEMs), orographic and oceanographic effects, the orographic slope, aspect ratio curvature, radiation balance or the proximity to lakes of different sizes and depths [37]. However, our study explores the minimal amount of information needed to accurately downscale a climate variable. For the first task in this study, the models’ predictors consisted of the reanalysis values at the 16 gridded nodes surrounding the location of interest. For the second task, the predictors included the location’s latitude, longitude and elevation, in addition to
the reanalysis values. The coordinates were included to enable a choice mechanism, so that the models can downscale to any specific location (latitude, longitude, elevation) within the bounds of the inputs domain. The inclusion of elevation is advantageous, as it directly correlates with major gradients in climate on a small scale; this is also true for latitude on a larger scale. However, the inclusion of lateral the coordinates (longitude and latitude) is also necessary to capture horizontal gradients, which are often captured in the gridded reanalysis data, but do not necessarily follow lines of elevation or latitude. For example, in British Columbia a strong gradient from the South-west to the North-east exists in both, temperature and precipitation, due to proximity to the coast and rain-shadowing by mountain ranges.

It should be noted here, that as a preliminary step, this approach was applied to the raw observational data, without the inclusion of the reanalysis data as predictors. However, the models (not reported here due to space constraints) performed poorly under this scenario. Hence, the inclusion of the reanalysis data as part of the models’ inputs.

C. Task 1: Downscaling to locations with observational record

For the first task, we downscale gridded reanalysis data to a location for which past observations are available. In this scenario, the historical values recorded at the station were used as the predictand, and the reanalysis data at 16 grid points around the station were used as model predictors, selected such that the location of the station of interest is at the center grid cell of a 4 x 4 sub-grid or square. We refer to these 16 grid points as the station’s neighborhood. The studies in [38, 5] showed that the sixteen grid points around a station of interest all supply relevant information to the model.

D. Task 2: Downscaling to locations without observational record

For the second task, the goal was to explore how a gridded dataset can be downscaled to locations where no past observational record is available. The methodology used here is similar to [38], where the focus was on predicting solar energy over a spatial grid by developing a support vector machine model for each individual cell of a gridded dataset.

We develop a model for a location of interest, using the information available from that location’s neighborhood. Again, we use the square formed by the nine grid cells (i.e., 16 grid points) around the location of interest as the location’s neighborhood. As there is no data for the location of interest, we use other stations within the given neighborhood. For the training set, the input variables are the reanalysis values from the sixteen grid points surrounding these stations along with each stations’ coordinates (i.e., latitude, longitude and elevation), and the output variables are the observations recorded at the stations that fall within the neighborhood. In case the station of interest had no neighboring station within the 4 x 4 sub-grid, the sub-grid was incremented by one cell, moving from using 16 grid points (i.e., 4 x 4) to using 25 grid points (i.e., 5 x 5), until at least one neighboring station was included.

To test the method, we select one station as the location of interest, and exclude its data from the training set. The output variable in our tests corresponds to the observational data recorded at this location, and the input variables are the reanalysis values from the sixteen grid nodes around said location, and the location coordinates. During the training phase, the model has not been fed any value related to the location of interest, and during the testing phase, the model’s only input is the information from the reanalysis dataset, and the location’s coordinates.

Figure 2 illustrates the construction of a test set for a model used to downscale to a location of interest (s1) with three neighboring stations (s9, s11 and s12) used for training. The location of interest (s1) is located in the center cell of a sub-grid composed of nine grid cells. Each grid cell is defined by four grid point. Following this methodology, the models can be used to downscale to any location (any latitude, longitude, elevation), whether or not it is in the testing set. In particular, this means that it would be possible to generate two-dimensional maps of downscaled climate variables by using this method in conjunction with a digital elevation model of suitable resolution.

![Fig. 2: Development of downscaling models’ datasets for a) task 1 and b) task 2 at location s1.](image-url)
To summarize, our method downscales to a given location by training a model from the gridded data and the stations within that locations’ neighborhood, and we test our approach by excluding one station form the training set, to be treated as the location of interest. In a way, this methodology is similar to leave-one-out cross-validation, applied to stations instead of training examples.

IV. APPLICATION AND EXPERIMENTS

In this section we present experimental results when applying our method on a daily mean air temperature dataset for British Columbia. The province of British Columbia in Canada is located at high latitudes, extending across the Canadian Pacific coast, and the coastal and interior mountain ranges including the Canadian Rockies. The province lies within the bounds 49°00′N to 60°00′N and 114°04.1′W to 139°03′W, and covers an area of 944,735 km². The province is generally characterized by a milder climate compared to the rest of the country, but varies significantly from one region to another, due to the influence of the Pacific Ocean and the mountain range.

A. Data

The reanalysis data used as the models’ predictors (inputs) are from the NCEP/NCAR (National Centers for Environmental Prediction/National Center for Atmospheric Research) reanalysis dataset, with 55 years spanning 1960–2015 for air temperature [39]. NCEP/NCAR dataset is a combination of physical process and model forecast gridded data at the 2.5°x 2.5°spatial resolution. This resolution corresponds to approximately a 278 km x 162 km spatial scale: over British Columbia, 2.5°in latitude is 278 km, and 2.5°in longitude varies from 128 km (at 45°N latitude) to 196 km (at 62.5°N latitude). Details regarding this dataset’s development can be found in [39].

The station data used in our study consists of the observed values of daily mean air temperatures. These were obtained for twelve stations that are part of the Environment and Climate Change Canada network [40]. This dataset is homogenized, meaning it has been processed to identify and correct non-climatic shifts due to the relocation of the stations and changes in observing practices and automation [41].

There are currently 54 meteorological stations unevenly distributed across the province [40]. Of these stations, we chose 12 from a short list of stations initially selected for completeness of record then further refined based on topographic complexity. In the first step, we selected stations with the longest uninterrupted climate record. The length of the reanalysis dataset (55 years) determined the length of the stations that could be selected. Then, from the short-listed stations, the 12 sites used in this study were selected because they all fall in interesting topographies and are likely to pose challenges to downsampling. For instance, stations were selected if they were located close to large bodies of water: the Agassiz station (s1) located close to the Fraser river and the Fort St. James station (s5) located close to the Stuart lake. Other stations were selected due to their location in the dry climate region of the east coast (Sandspit station, s7), or the wet climate region of the west coast (Estevan Point station, s4). We excluded stations for which the observational records were obtained by joining multiple neighboring stations. Figure 3 shows the geographical location of British Columbia with the distribution of the twelve selected stations and the reanalysis grid.

Fig. 3: A map of the study area (British Columbia, Canada) on the top, and the grid nodes used as neighbor cells of the stations under study on the bottom.

The predictand and predictor data were standardized to fall within a range of [0, 1]. By standardizing the variables and recasting them into dimensionless units, the arbitrary effect of similarity between objects is removed. The data was partitioned into a training and testing set. In all cases, 10% of the available data was used to test the models. Parameter tuning was achieved through cross-validation.

B. Model structure

All of the ANN, ELM and LSTM models were based on a three-layer architecture. The number of neurons in the first layer corresponded to the number of input variables used and was equal to 16 for the first task and 19 for the second task.
The number of neurons in the third layer was fixed to 1 and represented the climate variable to be downscaled.

When it comes to the number of hidden neurons used for the ANN models, [42] and [43] presented different approaches to determining the optimal number of neurons in the hidden layer. In [42], the optimal number of hidden neurons was determined to be equal to log N (N being the training sample size), whereas [43] showed that number to be equal to 2n+1 (where n is the number of input neurons). Therefore, the ANN models were developed first using a minimum number of hidden neurons equal to log N (i.e., ≈ 4) and this number was incremented by 1 until it reached a maximum of 2n+1 (i.e., 39). The ANN model structure that led to the lowest error during validation was selected as the optimal architecture. The developed ANN models were all based on the feed forward multi-layer perceptron (MLP) architecture and trained using the Levenberg-Marquardt algorithm. All the ANN models were developed in Matlab R2017a. The code available in [44] was modified and used for the ELM models’ development.

The number of hidden neurons for the ELM models was determined through a trial and error approach starting by a number of 5 hidden neurons and incrementing this number by 5 to a maximum of 150 hidden neurons. The complexity (as controlled by the density of the hidden layer) that lead to the highest $R^2$ values during validation was used as the optimal number of hidden neurons for the ELM models. Furthermore, five activation functions were tested, including the sigmoid ‘Sig’, the sine ‘Sin’, the hard-limit ‘Hardlim’, the triangular basis ‘Tribas’ and the radial basis function ‘Radbas’. The model architecture that lead to the best generalization skill was reported in the results table. All the ELM models were developed in Matlab R2017a. The code available in [44] was modified and used for the ELM models’ development.

Similarly, the number of neurons in the hidden layer of the LSTM models was progressively varied from a minimum of 2 to a maximum of 100, with increments of 2. The optimal number of hidden neurons, leading to the lowest generalization error was found to be equal to 20. The size of the lookback window was determined via a grid search on a range of [1, 30] and a size of 6 was selected as it lead to the highest downsampling accuracy as measured by $R^2$. Finally, the number of epochs and batches were also selected based on a grid search and the optimal parameters were found to vary between 150 and 200 and 20 and 30 respectively. Dropout was not used here. All LSTM models were developed in Python 3.5 using the Tensorflow library.

In order to compare the developed models’ performance, the following measures of goodness of fit were used: the root mean square error (RMSE), the mean absolute error (MAE), the mean absolute deviation (MAD) as well as the coefficient of determination ($R^2$). The latter is expressed as

$$R^2 = 1 - \frac{\sum_{i=1}^{n}(O_i - P_i)^2}{\sum_{i=1}^{n}(O_i - \bar{O})^2}$$

where $O_i$ is the observed value, $P_i$ the predicted value, $\bar{O}$ the mean of the observed values, and $n$ the number of data points. The coefficient of determination measures the degree of association among the observed and predicted values. Values for $R^2$ range from 0 to 1, with a value of 1 showing perfect predictive skill.

### V. RESULTS AND DISCUSSION

Tables I and II present the RMSE and $R^2$ values for the best performing models for each station, along with the relative improvement (in %) in $R^2$ over MLR. In each case, the model structure for the best performing model is given as (number of inputs-number of hidden nodes-number of outputs) for each model. The size of the lookback window used for the LSTM models is also reported as ‘lb’. The performance of all the models for each station is presented in the Appendices A and B, where the model structure for the MLR models is reported as (number of inputs-number of outputs).

The $R^2\%$ inc. columns in Tables I and II show the improvement over a standard MLR model. The machine learning-based techniques consistently outperform MLR for all stations in both tasks, and the improvement is especially large for the second task. The results in Table III show that overall, the daily mean air temperature was predicted with high accuracy as the RMSE values, at test time, range between 0.85 and 4.00 for the first task, and between 0.90 and 3.26 for the second task. For the

<table>
<thead>
<tr>
<th>Table I: Results of the best models at test time for each station for task 1.</th>
</tr>
</thead>
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</tr>
<tr>
<td>8</td>
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</tr>
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</tr>
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<td>11</td>
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<td>12</td>
</tr>
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<table>
<thead>
<tr>
<th>Table II: Results of the best models at test time for each station for task 2.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Station</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>11</td>
</tr>
<tr>
<td>12</td>
</tr>
</tbody>
</table>
first task, downscaling to locations where past observations are available, LSTM proved to be the best performing model for 5 of the 12 stations examined. For the second task, where the objective is to downscale to locations with no past observational records, LSTM led to the best performance for 6 out of the 12 stations. For the other half of the stations, ANN was the best performing model.

The results in Appendices A and B further confirm that the ANN, ELM and LSTM models performed better than the multi-linear regression models for all of the 12 stations. The better performance observed for the LSTM models could be explained by their ability to learn long-term dependencies in sequential datasets. In the case of ordinary neural networks (ANNs), the inputs are assumed to be independent of each other, whereas LSTMs perform the same task for every training example in the sequence, with the output being dependent on the previous computations. In other words, LSTMs have a "memory" which enables them to look back few steps (in this study, 6 steps back), capture information about what has been calculated so far and determine whether or not it is useful to pass it along to the next iteration. In general, the results show that using non-parametric and non-linear methods, such as those based on ANNs and LSTMs, for spatial downscaling leads to better performance. However, non-parametric methods are based on more complicated theory, compared to MLR, and the results can be difficult to interpret.

For both tasks, the station where the predictive accuracy was highest is station 8, which is located in Langara Island. The results show that the testing $R^2$ value exceeds 0.9 for both tasks. This result seems unusually high, considering that this station has only one station (s7) in the neighborhood.\(^1\) There are two likely reasons for this result: 1.) station 7 and station 8 are both located on islands in the Canadian Cordillera in relatively close proximity, so that they likely have very similar micro-climates, making them excellent predictors for each other (and in fact both show very good results); 2.) by virtue of being located on islands in front of the coastal mountain ranges, the weather at the two stations will be dominated by large storm systems moving in from the Pacific, and remain relatively unaltered by topography, so that the predictability on the basis of low resolution predictors is unsurprisingly very good much better (the predictability of station 8 is likely higher, because it is less shielded by the islands, which are not resolved in the reanalysis fields).

On the other hand, the station where the performance was the worst is station 5, which corresponds to Fort St. James station. The poorer performance for this station, although not bad at $R^2 = 0.84$ for task 1, and $R^2 = 0.90$ for task 2, can be explained by the fact that this station has only one neighbor (s3), which is located in a region with a very different climate: station 5 is located in the northern Interior Plateau, which has a cold and fairly arid climate, due to the rain shadow of the Coast Mountains, while station 3 is located on the windward flanks of the Coast Mountains, which is a region dominated by coastal rainforest, where temperatures are moderated by the Pacific ocean and precipitation totals are very high.

These results show that the predictive power of the downscaling algorithm does not only depend on the structure of the network, but also on the representativeness of the stations used to train the network. Furthermore, they also suggest that the potential predictability depends on the specific region and is limited by the extend to which key characteristics are represented in the predictor fields.

When it comes to the impact of the models' structure on the performance of the machine learning techniques, we noticed that the performance only slightly changes as the number of hidden neurons is varied. In general, networks with a smaller number of hidden neurons gave poorer performance, and so did networks with a high number of hidden neurons, as they resulted in underfitting and overfitting respectively. Overall, the best performance was obtained when the number of hidden neurons varied between a minimum of 19 and a maximum of 39.

Finally, the results show that when it comes to the second task, the key factor impacting the results is the number and representativeness of stations in the neighborhood or square surrounding the station of interest. Apart from station 8 and 7, the smaller the number of neighboring stations, the lower the models’s skill at downscaling the reanalysis data. Downscaling at stations 2 and 5, with 0 and 1 neighbor respectively, has resulted in the lowest accuracy, as measured by $RMSE$ and $R^2$ for both tasks.

Key difference between downscaling techniques what structural features of LSTM confer its capacity to outperform ANN

<table>
<thead>
<tr>
<th>Station</th>
<th>Worst - Station 5</th>
<th>Best - Station 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task 1</td>
<td>Task 2</td>
<td>Task 1</td>
</tr>
<tr>
<td>Method</td>
<td>ANN</td>
<td>LSTM</td>
</tr>
<tr>
<td>$RMSE$</td>
<td>4.00</td>
<td>3.26</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.84</td>
<td>0.90</td>
</tr>
<tr>
<td>$R^2%$ increase</td>
<td>3</td>
<td>5</td>
</tr>
</tbody>
</table>

\(^1\)In principle this could indicate duplicated data records between station 8 and its neighbor; the datasets for both stations were checked and no duplicate records were found.

VI. CONCLUSIONS AND FUTURE WORK

This study presented a new downscaling method for two specific tasks: downscaling at locations where past observations are available to train the models, and downscaling for locations where there is no past record, using neighboring stations to train the models. We illustrated our proposed method in the challenging region of British Columbia, due to its complex topography. We compared the performance of three non-parametric and non-linear machine learning techniques and multi-linear regression applied to downscaling 55-year daily mean temperatures for selected stations in British Columbia.
The comparison showed that non-parametric and non-linear machine learning techniques, specifically ANN and LSTM proved superior to traditional MLR, and lead to more accurate results. The results indicate that our method offers a novel and portable downscaling framework that can be used for complex topographical regions (such as mountains) where the station coverage is sparse.

In this paper, we selected a very limited set of input data for prediction of daily mean temperatures. While the results were good, we anticipate they can be improved further by including additional information in the training data, including additional meteorological variables (e.g. wind speed and direction) and basic topographical data (e.g. orographic slope). However, there is a trade-off between predictive accuracy and generality. A key benefit of our approach over existing downscaling methods is that it does not depend on detailed topographical analysis of the region of interest, and so can be readily applied to any region.

In further work, we plan to test the application of these methods for downscaling additional climate variables, including precipitation and climate extremes (e.g. daily high and low temperatures), as these are important for assessing climate change impacts, and for planning adaptation strategies for future climate change.
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Appendix A: Results of the MLR, ANN, ELM and LSTM models at training and testing for each station for task 1.

<table>
<thead>
<tr>
<th>Station</th>
<th>Method</th>
<th>Model structure</th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RMSE</td>
<td>MAE</td>
<td>MAD</td>
</tr>
<tr>
<td>1</td>
<td>MLR (16-1)</td>
<td>3.074</td>
<td>1.811</td>
<td>4.292</td>
</tr>
<tr>
<td></td>
<td>ANN (25-5-1)</td>
<td>2.980</td>
<td>1.937</td>
<td>3.935</td>
</tr>
<tr>
<td></td>
<td>ELM (20-8-1, 'radbas')</td>
<td>2.985</td>
<td>1.894</td>
<td>3.955</td>
</tr>
<tr>
<td></td>
<td>LSTM (20-16-1, lb = 6)</td>
<td>2.987</td>
<td>1.896</td>
<td>3.957</td>
</tr>
<tr>
<td>2</td>
<td>MLR (16-1)</td>
<td>1.101</td>
<td>0.865</td>
<td>1.609</td>
</tr>
<tr>
<td></td>
<td>ANN (25-33-1)</td>
<td>1.229</td>
<td>1.009</td>
<td>1.887</td>
</tr>
<tr>
<td></td>
<td>ELM (16-140-1, 'radbas')</td>
<td>1.235</td>
<td>1.003</td>
<td>1.891</td>
</tr>
<tr>
<td></td>
<td>LSTM (16-20-1, lb = 6)</td>
<td>1.237</td>
<td>1.004</td>
<td>1.893</td>
</tr>
<tr>
<td>3</td>
<td>MLR (16-1)</td>
<td>0.768</td>
<td>0.559</td>
<td>1.247</td>
</tr>
<tr>
<td></td>
<td>ANN (19-7-1)</td>
<td>0.989</td>
<td>0.775</td>
<td>1.471</td>
</tr>
<tr>
<td></td>
<td>ELM (19-121-1, 'hardlim')</td>
<td>0.996</td>
<td>0.780</td>
<td>1.475</td>
</tr>
<tr>
<td></td>
<td>LSTM (19-20-1, lb = 6)</td>
<td>0.997</td>
<td>0.781</td>
<td>1.477</td>
</tr>
<tr>
<td>4</td>
<td>MLR (16-1)</td>
<td>0.813</td>
<td>0.630</td>
<td>1.373</td>
</tr>
<tr>
<td></td>
<td>ANN (25-31-1)</td>
<td>1.019</td>
<td>0.817</td>
<td>1.694</td>
</tr>
<tr>
<td></td>
<td>ELM (16-16-1, 'sin')</td>
<td>1.025</td>
<td>0.823</td>
<td>1.700</td>
</tr>
<tr>
<td></td>
<td>LSTM (16-20-1, lb = 6)</td>
<td>1.026</td>
<td>0.824</td>
<td>1.703</td>
</tr>
<tr>
<td>5</td>
<td>MLR (16-1)</td>
<td>1.434</td>
<td>1.010</td>
<td>3.169</td>
</tr>
<tr>
<td></td>
<td>ANN (19-33-1)</td>
<td>2.047</td>
<td>1.570</td>
<td>5.507</td>
</tr>
<tr>
<td></td>
<td>ELM (19-32-1, 'sin')</td>
<td>2.053</td>
<td>1.577</td>
<td>5.522</td>
</tr>
<tr>
<td></td>
<td>LSTM (19-20-1, lb = 6)</td>
<td>2.059</td>
<td>1.582</td>
<td>5.532</td>
</tr>
</tbody>
</table>

Appendix B: Results of the MLR, ANN, ELM and LSTM models at training and testing for each station for task 2.

<table>
<thead>
<tr>
<th>Station</th>
<th>Method</th>
<th>Model structure</th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>MAE</td>
<td>MAD</td>
<td>RMSE</td>
</tr>
<tr>
<td>1</td>
<td>MLR (19-1)</td>
<td>1.643</td>
<td>1.271</td>
<td>4.103</td>
</tr>
<tr>
<td></td>
<td>ANN (25-5-1)</td>
<td>1.159</td>
<td>0.865</td>
<td>3.495</td>
</tr>
<tr>
<td></td>
<td>ELM (20-8-1, 'radbas')</td>
<td>0.975</td>
<td>0.665</td>
<td>2.377</td>
</tr>
<tr>
<td></td>
<td>LSTM (20-16-1, lb = 6)</td>
<td>1.020</td>
<td>0.714</td>
<td>2.586</td>
</tr>
<tr>
<td>2</td>
<td>MLR (19-1)</td>
<td>1.018</td>
<td>0.774</td>
<td>3.060</td>
</tr>
<tr>
<td></td>
<td>ANN (19-19-1)</td>
<td>1.275</td>
<td>0.884</td>
<td>3.869</td>
</tr>
<tr>
<td></td>
<td>ELM (19-121-1, 'hardlim')</td>
<td>1.177</td>
<td>0.857</td>
<td>3.704</td>
</tr>
<tr>
<td></td>
<td>LSTM (19-20-1, lb = 6)</td>
<td>1.182</td>
<td>0.862</td>
<td>3.708</td>
</tr>
<tr>
<td>3</td>
<td>MLR (19-1)</td>
<td>1.245</td>
<td>1.040</td>
<td>4.056</td>
</tr>
<tr>
<td></td>
<td>ANN (19-31-1)</td>
<td>1.380</td>
<td>1.107</td>
<td>4.338</td>
</tr>
<tr>
<td></td>
<td>ELM (19-31-1, 'radbas')</td>
<td>1.375</td>
<td>1.103</td>
<td>4.333</td>
</tr>
<tr>
<td></td>
<td>LSTM (19-20-1, lb = 6)</td>
<td>1.378</td>
<td>1.106</td>
<td>4.337</td>
</tr>
<tr>
<td>4</td>
<td>MLR (19-1)</td>
<td>1.017</td>
<td>0.774</td>
<td>2.868</td>
</tr>
<tr>
<td></td>
<td>ANN (19-19-1)</td>
<td>1.275</td>
<td>0.884</td>
<td>3.869</td>
</tr>
<tr>
<td></td>
<td>ELM (19-121-1, 'hardlim')</td>
<td>1.177</td>
<td>0.857</td>
<td>3.704</td>
</tr>
<tr>
<td></td>
<td>LSTM (19-20-1, lb = 6)</td>
<td>1.182</td>
<td>0.862</td>
<td>3.708</td>
</tr>
<tr>
<td>5</td>
<td>MLR (19-1)</td>
<td>1.245</td>
<td>1.040</td>
<td>4.056</td>
</tr>
<tr>
<td></td>
<td>ANN (19-31-1)</td>
<td>1.380</td>
<td>1.107</td>
<td>4.338</td>
</tr>
<tr>
<td></td>
<td>ELM (19-31-1, 'radbas')</td>
<td>1.375</td>
<td>1.103</td>
<td>4.333</td>
</tr>
<tr>
<td></td>
<td>LSTM (19-20-1, lb = 6)</td>
<td>1.378</td>
<td>1.106</td>
<td>4.337</td>
</tr>
</tbody>
</table>

341