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Many wireless earbuds contain motion sensors that collect Inertial Movement Unit (IMU) data. This data can define various head
positions, and it is commercially used to adjust audio playback from head movement. We investigate an alternative use for this data,
and explore its utility in cough detection. Specifically, we use a set of earbuds that collect both audio data and IMU data from the head,
and visualize how a cough creates a distinct signal in the audio and IMU domain. Next, we describe a theoretical CNN model that
intakes audio and IMU data in two separate branches, and outputs a cough detection prediction. With this work being a preliminary
presentation of ideas, we do not present results from this CNN model – but rather its architecture, hyperparameters, and the kinds of
experiments that can be done. Overall, cough-detection is a task with great significance in health-monitoring, and we hope to provide
ideas on how new earbud technology can be leveraged to help.

CCS Concepts: •Machine learning→ Convolutional neural network architectures; •Human-centered computing→ Ubiq-
uitous and mobile computing systems and tools.
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1 INTRODUCTION

Cough-detection has broad applications, from general health monitoring to disease diagnosis. It is used to detect overall
lung health [3], and also to diagnose diseases such as pertussis and COVID-19 [4, 7]. In addition, cough detection can
be scaled and deployed to many users around the globe who may not have close access to a physician. However, there
are some existing problems with auditory cough detection – one of which is ignoring coughs that come from someone

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not
made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components
of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to
redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.
© 2021 Association for Computing Machinery.
Manuscript submitted to ACM

1

https://doi.org/10.1145/nnnnnnn.nnnnnnn


Woodstock ’18, June 03–05, 2018, Woodstock, NY Gupta, et al.

other than a primary user. For tasks in health monitoring, this is an important feature, and we believe that movement
data from the head can help prevent these kinds of coughs from being falsely detected.

2 RELATEDWORK

2.1 Cough Detection

Many cough-detection models use machine learning to transform a cough audio clip into a latent embedding that
can be classified. CNNs, LSTMs, and transformers have all been used in cough-detection to achieve state-of-the-art
performance [5, 9]. One CNN model in particular that has been used is VGGish by Google, which is a VGG16 augmented
model that intakes an audio-clip as a mel-spectrogram [2]. For the task of diarized cough detection, which tries to learn
who a cough belongs to from a set of candidates, an investigation has been done using multitask learning [8]. This
investigation achieves 82% accuracy when classifying amongst four coughers, which outperforms human evaluators on
average by 9.82%. We believe that adding IMU data can be extra information that helps a model more accurately detect
coughs for one specific person.

2.2 IMU and Audio Deep Learning Models

The combination of IMU and audio data has been used to increase the detection accuracy of activity recognition system.
One study for detecting shots in racquet sports uses IMU and audio data from a smart watch, by processing IMU features
with random forests, and processing audio data with dense neural networks [6]. A more recent study has been done
called GestEar, which processes IMU and audio data in separate branches of a CNN [1]. GestEar has tried processing
IMU data using classical machine learning models, but found that 1D CNNs evaluate best. The research found that using
both sources of data led to the best performing model with the least false positive rate. To the best of our knowledge, no
such study has been done applying IMU data to cough detection. However, the studies mentioned here give plausible
evidence as to why combining IMU data with audio can help boost performance.

2.3 Earphone Sensing

3 DESIGN OF COUGHMOTION

3.1 CNN Model Structures

3.1.1 Transfer learning. We will now describe our overall model architecture. We start by pre-processing the audioset
cough clips into mel-spectrograms, and then pre-training the VGGish model without IMU data. Our audio VGGish
model in particular takes in a size (48, 64, 1) spectrogram, has four convolutional & max-pool layers, and four dense
layers. Each convolutional layer uses a (3, 3) size kernel, with stride 1, and same padding. Each max-pool layer is of size
(2, 2) with stride 2. The first layer creates 64 channels, the second 128 channels, the third 256 channels, and the fourth
512 channels. The last layer flattens into a size 3072 vector, which gets fed into the series of dense layers. The first two
dense layers are of size 4096, and the last two are of sizes 128 and 1.

The audio VGGish model makes up one branch in our CNN architecture. There are two more branches – one processing
IMU gyroscope data, and one processing IMU accelerometer data; though both branches are structured the same. Each
intakes a size (50, 1, 3) input, where the three channels correspond to the x, y, z data. A series of two or three 1D
convolutional & 1D max-pool layers are then used, followed by a flatten. Then, the two IMU branches are connected
into their own FC layer. Finally, the output of this layer is concatenated into the output of one of the audio FC layers,
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which gets processed into the final prediction. The architecture for the IMU branches is stated more vaguely here,
because there are many hyperparameters to consider, which will be discussed in Section 3.1.2. A high-level algorithm
box of our model can be found in Figure 1.

Fig. 1. High-level algorithm box of our CNN architecture

3.1.2 Hyperparameters on the fundamental structure. In order to evaluate the effect of adding IMU data, we fix the
audio VGGish model with the hyperparameters mentioned in [2] and perform a hyperparameter search on the IMU
branches. Specifically, we parameterize the number of layers, number of IMU channels, location of concatenation,
dropout coefficients, and skip connections. In Table 1, we present a plausible set of hyperparameters to search from in
our described model. Note that the number of channels in the last IMU layer control the channels in the preceding
layers, as they will increase in powers of two.

Number of layers Number of channels Concatenation location Skip connection locations Dropout coefficients
in last IMU layer

2 32 Audio FC-1 IMU Conv-2 0.1
3 64 Audio FC-2 IMU Conv-3 0.2

Audio FC-3 IMU FC-1 0.3
0.5

Table 1. Various configurations of hyperparameters to search

4 DATA COLLECTION

In this preliminary proof-of-concept study, we evaluate coughs of different types, rotations, and movements from one
participant. We achieve promising preliminary results, which motivates expanding the study to a larger census size.
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4.1 User study protocol

A modified version of the Sony WF-1000XM3L in-ear headphones are used to collect both audio and IMU data. The
headphones have an MPU 9250 chip inside that reads IMU data, and the modification connects that chip to an Arduino
board which we use to collect data. In addition, the microphone and audio components of the headphone are connected
to a handheld audio recording device. The audio and IMU recording devices are synced by an action of the head lightly
(but quickly) hitting a table, which creates a sudden jump in both signals at the same time. These signals are aligned at
this jump, and then partitioned from there.

The participant executed 90 different types of coughs and movements, in a stationary sitting position. The coughs are
varied across head pitch, yaw, degree of inhale, and single or double cough. The signals for these coughs are visualized
in Figure 2.

We use data augmentation to increase the utility of our data during training. Each audio sample is modified with a
random chop, random gain, and random added noise. The IMU samples are also mutated with the same location of
chop, and their own degree of random gain.

Fig. 2. Audio data (top signal) and IMU data (bottom signal) for 90 cough samples; the sudden signal impulses are coughs.

5 DISCUSSION

As shown in Figure 2, there certainly seems to be a visible association with IMU and audio data. This association,
however, can be attributed to limitations in this study, as the coughs were collected by one person in a stationary
sitting position. More work does need to be done to handle more organic cases, such as coughing while walking,
standing, driving, etc. Regardless, the association we see in a stationary position shows promise that the IMU layers in
a cough-detection machine learning model can help in the task. To better visualize how the model learns from the IMU
layers, we propose two suggestions: one is to visualize the IMU weight distributions, and the other is to visualize a
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t-SNE or PCA projection of the IMU embeddings after training. The former method will give us insight on how the
IMU layers change during training, and can tell us how significantly they are used in predictions. The latter can help
visualize how the latent learned representation of the IMU data looks like, and if any clusters exist across cough IMU
datapoints and other IMU datapoints.

6 CONCLUSION

We propose a preliminary algorithm box, experiment design, and results for the idea of using IMU data to aid the
task of cough detection. We start with a state-of-the-art auditory cough-detection model — VGGish from Google —
and augment it by adding two additional branches to process IMU gyroscope and accelerometer data. We present a
set of hyperparameters for these additional branches, and explain how weight distributions and PCA plots can help
visualize IMU weights during training and predictions. We also describe the hardware that is used to collect the IMU
and audio data, and present findings from a single-person data collection study. A total of 90 coughs were collected, and
an association with IMU and audio data for coughs is seen visually. Although this study is still limited and preliminary,
the initial results are promising, and provide motivation for a larger study to be done.
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