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Abstract—The use of containers in cloud computing has been steadily increasing.With the emergence of Kubernetes, themanagement of

applications inside containers (or pods) is simplified. Kubernetes allows automated actions like self-healing, scaling, rolling back, and

updates for the applicationmanagement. At the same time, security threats have also evolvedwith attacks on pods to performmalicious

actions. Out of several recent malware types, cryptomining has emerged as one of themost serious threats with its hijacking of server

resources for cryptocurrencymining. During application deployment and execution in the pod, a cryptomining process, started by a hidden

malware executable can be run in the background, and amethod to detectmalicious cryptomining software running inside Kubernetes pods

is needed.One feasible strategy is to usemachine learning (ML) to identify and classify pods based onwhether or not they contain a running

process of cryptomining. In addition to such detection, the system administrator will need an explanation as to the reason(s) of theML’s

classification outcome. The explanationwill justify and support disruptive administrative decisions such as pod removal or its restart with a

new image. In this article, we describe the design and implementation of anML-based detection system of anomalous pods in a Kubernetes

cluster bymonitoring Linux-kernel system calls (syscalls). Several types of cryptominers images are used as containers within an

anomalous pod, and severalMLmodels are built to detect such pods in the presence of numerous healthy cloud workloads. Explainability is

provided usingSHAP, LIME, and a novel auto-encoding-based scheme for LSTMmodels. Seven evaluationmetrics are used to compare

and contrast the explainablemodels of the proposedML cryptomining detection engine.

Index Terms—Cryptomining, docker, kubernetes, containers, machine learning, explainability, pod, anomaly
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1 INTRODUCTION

IN CLOUD computing, containers are operating-system-
level virtualization abstractions for running isolated sys-

tems on a host using a single kernel. A container image is a
lightweight, stand-alone, executable package that includes
sufficient components such as code, system tools, system
libraries, and settings to run cloud applications. The use of
containers in cloud computing has grown significantly. To
provide cloud service elasticity and timely response, various
commercial clouds service providers such as Amazon, Goo-
gle, IBM, andMicrosoft are investingmore into the micro-ser-
vice instantiation using containerized environments.
Renowned containerizing tools include Docker, Kubernetes,
and OpenVZ. In this paper, we use Kubernetes, an open-
source system for the automated deployment, scaling, and
management of applications inside containers. It provides
capabilities for load balancing, storage orchestration,

automated roll-outs and rollbacks, batch execution, self-heal-
ing, horizontal and vertical scaling on the top of containers [1].

The advancement in container technology has in turn trig-
gered several cyber security threats. To counter them, several
types of cyber-attack detection schemes are available to
secure applications in containers [2], [3]. But all of these
approaches assume that the underlying container’s image is
healthy with botnets injecting faults in running containers.
But unfortunately, this is not always the case as an attacker
can replace a healthy container image with an infected one,
which can run undetected under traditional cyber-security
detectors. Recent reports [4], [5], [6] indicate that Dockerhub
has foundmany of its images were being usedmaliciously to
mine for cryptocurrencies. Since the Docker image can be
accessed without authentication, attackers have used it to
deploy cryptojacking malware. The infected Docker images
were subsequently removed from the Docker repository.
These miners hijack the container, sharing the computing
resources (CPU and memory) between deployed applica-
tions and miners. In an extreme case, mining operations use
most of the pod’s compute resources so that only a fraction
of resources is available for legitimate applications whose
performance will be necessarily degraded. McAfee malware
protection software has reported that new families of miners
were found to attack Microsoft Windows and Mac OS, with
mining attacks increasing by 29 percent between the fourth
quarter of 2018 and the first quarter of 2019 [7]. The Nanshou
campaign [8] has found that over 50,000 servers belonging to
companies in the healthcare, telecommunications, media,
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and IT sectors were hijacked for cryptomining. As per the
Kaspersky lab, in 2018 the number of cryptomining attacks
increased by more than 83 percent with respect to the previ-
ous year [9]. Cryptominers prevent the deployed application
from using full container resources. Before deploying, boot-
ing or running the desired application, it is therefore crucial
to perform the health checks on the container base image. In
this work, we design an ML-based cryptomining container
detection framework using syscalls as a monitoring mecha-
nism. The cryptomining anomaly detection is based on the
principle of establishing an application behavior baseline
and then evaluating subsequent events against this baseline.
Anything “too far” from this baseline can be regarded as
anomalous and should be investigated.We use several statis-
tical and rule-based ML algorithms, and back up their detec-
tion results with several explainability tools to investigate
the cause of theML outcomes. TheseML algorithms are then
compared in terms of their performancemetrics.

1.1 Cryptomining Signatures

Cryptocurrency mining malware refers to software devel-
oped to use the computer’s resources for cryptocurrency
mining without a user’s explicit permission. Attackers have
attempted to profit from cryptocurrency mining by harness-
ing the processing power of a large numbers of computers,
smartphones and other electronic devices.

The detection of cryptocurrency malware has been
performed by generating its signatures in terms of power con-
sumption, network traffic behavior, operating system pro-
cesses, and patterns in hardware performance counters. In
[10], an anatomy of the browser-based cryptomining is pre-
sented, in which the attacker infects a web page with Java-
Script code that auto-executes when the web page is loaded
by the victim’s browser. The attacker takes advantage of the
browser to activate the necessary JavaScript mining module.
The term ”illegal leverage” states that javascript is usedmaxi-
mally and forcibly taking full privilege without the victim’s
consent for a mining operation. The unauthorized execution
of JavaScript can therefore be used as a signature for crypto-
mining malware in this scenario. If the browser behavior is
measured using any profiling metrics (e.g., syscalls or proces-
sor/memory metrics like instruction per clock cycle, CPU uti-
lization, virtual memory page faults, context switches, etc.) a
definite pattern of those metrics is marked for the legitimate
and healthy operation. If the browser is hijacked by the mining
operation, a significant deviation is shown by such profiling
metric. Such a deviation is called a mining signature of the
browser. In theWindows operating system,mining is run as an
executable file in memory that establishes an alteration in the
system registry. In this scenario, the monitoring of registry can
signal the presence of malware. Network signature extraction
is also possible because mining programs contact the central
botnet server to register its presence and to download relevant
files depending on the architecture of the victim’s system. The
network transactions generate significant network traffic before
the actual cryptomining begins. Tracing such traffic is relatively
easy because the communication is unencrypted. In [11], the
cryptominer signature is extracted in terms of power consump-
tion for IoT devices. The energy consumption patterns of vari-
ous processes on the victim’s processor are monitored to
differentiate malicious miners from non-malicious

applications. In [12], performance counters on the victim’s pro-
cessor are used to assist in profiling various mining algorithms
and generating their signatures. The performance counters are
collected by the profiling tool perf and include number of page
faults, executed instructions, and cache misses. Experiments
with several mining algorithms result in completely different
CPU/GPU signatures between mining and non-mining appli-
cations. Other findings include similar signatures for different
implementations of the same mining algorithm and overlap-
ping signatures for various miners despite implementing dif-
ferent proof-of-work algorithms. It is claimed in [12] that there
is unique common signature among all the miners that set
them apart from other healthy workloads such as SPEC CPU,
CloudSuite, Parboil, andRodinia.

1.2 Motivation

In public cloud computing services, access to the hardware
resources is typically not available to the customer. Instead,
the Linux-kernel system calls at the operating system level
can be used as a proxy to signal the possibility of threat in a
running container. The system call (syscall) is the fundamen-
tal interface between an application and the Linux kernel. A
syscall is generated every time the application interacts with
the Linux-kernel. Cryptominers have to repeatedly run a core
Proof-of-Work (PoW) algorithm that the currency is based on
[12]. Such repeated runs would result in the repeated occur-
rence of particular patterns for certain syscalls. System call
monitoring helps to track such patterns, and any unantici-
pated change in the patterns of an application can signal the
presence of a threat in the container. Under this scenario, an
unusual syscall pattern can be used as an alert for cryptomin-
ing. Prior research that uses syscalls and behavioral models as
detection mechanism include [13], [14] while research using
neural networkmodels include [15], [16], [17].

Most of the anomaly detection models are considered as
black-boxes where no information is returned to the user
regarding the cause of the anomaly classification. Yet, this
information must be transparent to the system administrator
who will need an explainable classification model in order to
take the appropriate action. An explainable model generates
an auditable set of explanations that describe key factors asso-
ciated with the prediction. It can recommend the critical sig-
nals that need to be carefully monitored or recommend
specific actions such as increasing the sampling frequency to
get finer-grain details of the event that is responsible for the
anomaly. It can also explain the association among the signals
which are needed to manage the false prediction rate. The
best use of such association rules is in fault tracing where
impact at one podmight be due to some event in another pod,
which cascades in some manner to a third pod, and so on.
Explanations obtained from machine learning models help
trace key features or sequences and eventually detect the root
cause. In this work, a methodology is formulated and imple-
mented to detect cryptominer anomalies using system calls as
proxies for mining events and using an explainable machine
learning (ML)model as the cryptomining detector.

2 PROBLEM STATEMENT AND CONTRIBUTIONS

Several methods to analyze syscall patterns are available
[18], [19], [20]. A method that provides the best accuracy
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across cryptominers needs to be identified along with the
best possible explanation for such identification. One such
method is described in [18] where a histogram of syscalls is
created to find the distribution of distinct syscalls in each
time window. Another method is given in [19] where the
semantics of each syscall is interpreted to detect infected
pods. A flow-graph analysis is used in [20] to deduce the
relationships between different syscalls and generate appli-
cation signatures. A Markov chain [21] is mostly used to
graph the syscalls as a sequence of events in which the prob-
ability of each event depends only on the state attained in
the previous event. Similarly, in [22], a weighted directed
graph is built using syscalls for Android malware detection.
Such graph is used as a malware signature and is compared
with other container syscalls graphs to detect the anomaly.
These state-of-the-art methods suffer from the following
disadvantages:

1) They require a significant amount of manual inter-
vention to analyze and interpret syscall semantics.

2) They are difficult to use in the analysis of applica-
tions that produce a large number of distinct syscalls
in a small time window.

3) They are, by and large, platform-dependent. For exam-
ple a change in image versions from 32-bit to 64-bit, or
in the operation system type (e.g., UBUNTUDEBIAN,
REDHAT) causes the predictionmodel to change.

We explore the use of explainable ML of syscalls to classify
anomalous containers. Machine learning models have the
ability to handle large data (syscalls in this case) and produce
a model in comparatively smaller time than graphical meth-
ods. They remove the human intervention required in inter-
preting syscalls as in opcode analysis. Also, it ismore effective
than signature-based anomaly detection. In such detection,
the “longest continuous matching syscalls sub-sequence” is
extracted from all the cryptominers to get the signature of
anomalous pods. Such signature extraction requires extensive
computational resources. Instead of finding the exact signa-
ture of anomalies, standard MLs are capable of finding a sub-
signature with comparatively less computing resources.
These sub-signatures create a baseline or boundary which is
sufficient to precisely classify anomalous pod behavior from
normal ones. Such sub-signature is also used by explainable
tools to produce a reasonable justification to support ML’s
classification outcome. Machine learning models are also
capable of pursuing progressive learning and classification.
As the platforms for a few of the containers change, themodel
can progressively learn the characteristics of the new version
while still maintaining the classification accuracy of the older
versions [23], [24], [25], [26].

To fulfill the above requirements, a methodology for
anomaly detection through system calls in the Kubernetes
pods is proposed, designed, and implemented as depicted
in Fig. 1. Several types of cryptominer images are used in
the creation of anomalous pods. Proxies based on Linux-
kernel syscalls are extracted and compared against healthy
applications that exhibit similar domain behavior as the
cryptominers. Four different ML algorithms are used for
classifying a given pod as either a crypto-hijacked or a nor-
mal pod. These algorithms are compared in terms of accu-
racy, runtime, and resource utilization.

We have conducted a thorough comparison between our
methodology and those in the literature that we have sum-
marized in Table 1.

This paper makes the following specific contributions:

1) Design and implementation of a novel automated
cryptomining pod detection in a Kubernetes cluster.

2) Development and implementation of real-time, sys-
call extraction methods for Kubernetes pods.

3) Implementation of statistical and rule-based ML
models to detect anomalous pods.

4) Implementation of two statistical explainability mech-
anisms forMLmodels: one using open-source compo-
nents and anotherwith home-grown software.

5) Comparative analysis of explainable ML implemen-
tations with their differences quantified using well-
defined performance metrics.

As for the organization of this paper, it is as follows. Sec-
tion 3 describes a methodology where different types of cryp-
tominers and workloads are explained along with the tools
used in the experiments. The details of syscall collection in
two container platforms are given in Section 4. Implementa-
tion of the proposed methodology using three types of data-
sets is performed in Section 5 where feature extraction, ML
implementations, and their cross-validation accuracies are
described. The use of explainable tools to describe the out-
comes of the ML models is given in Section 6. A summary of
the ML results in terms of accuracy and performance is given
in tabular format in Section 7. In Section 8, a set of syscalls
unique to cryptomining and normal applications are dis-
cussed to verify the ML classification operation. Finally, the
paper concludes in Section 9.

3 PROPOSED METHODOLOGY

The setup shown in Fig. 1 has been implemented in Kuber-
netes. Minikube [39], [40] is used to create a single-node
Kubernetes cluster on an Ubuntu 16.04 virtual machine.
Eight different types of cryptomining containers are used.
They are bitcoin [41], bytecoin [42], dash [43], litecoin [44],
ethereum [45], zcash [46], ripple [47] and Vertcoin [48].
These miners are chosen so as to account for variety of

Fig. 1. Block diagram of cryptominer pod detection.
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mining algorithms under the detection framework of Fig. 1.
For instance, they include SHA256, cryptonight, X11, Lyr-
a2RE, and Equihash, which is meant to provide maximum
coverage across the Proof of Work algorithm space as
pointed out in [12] and [49]. Cryptominers are known to be
CPU intensive as has been verified by inspecting the CPU
usage of mining containers (command: docker stats < con-
tainer-id> ). One method for detecting cryptominers may be
based on CPU usage or usage rate. Although it is a good
first-order metric, some healthy application might be CPU-
intensive and show significant changes in CPU usage, creat-
ing false alerts or in the worst case, triggering the disabling
of an important healthy workload. Syscalls provide a sec-
ond-order metric. To enable an environment that supports

CPU-intensive, healthy application pods, containers are cre-
ated that are dedicated to such heavy computational loads
as picture classification using deep learning [50], MySQL
performance testing [51], Cassandra stress [52] workloads,
Apache Spark from CloudSuite [53], map-reduce model in a
single-node Hadoop cluster [54], Docker bench for security
[55], a graph analytics benchmark [56], and a media stream-
ing benchmark [57]. These workloads are selected to cover a
broad range of applications, including cloud benchmarks,
scientific computing, AI simulations, data mining, graph
analytics, and internet search. Since we have 8 miners, we
have selected only 8 benign applications to match up the
number of infected and healthy containers in our frame-
work. This is in order to avoid inference problems related to

TABLE 1
Literature Comparison
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data imbalances. Syscalls are collected for all these healthy
application pods along with those of the cryptomining-
hijacked pods.

The list of syscalls for each pod is converted into a set of
frames by n-gram [58], [59]. There are other standard
approaches like the principal component analysis (PCA)
used in [60] to extract the ML features from syscalls
sequence for malware detection. PCA is known to be com-
putationally intensive and therefore unsuitable for real-time
detection. To reduce the complexity of data formatting and
feature extraction, we use the n-gram method. The n-gram
frames are split into a training and validation set as per the
standard ML convention (ratio of 70 : 30). These frames are
considered as samples while the n-grams are considered as
features for the ML model inputs. The modeling setup is
shown diagrammatically in Fig. 2. Four different ML meth-
ods are used: vanilla feed-forward neural network [61],
feedback recurrent neural network (RNN) [62], decision
tree [63], and XgBoost ensemble learning [64]. Both neural
network models use statistical formulation to build the
model while decision tree and XgBoost use rule-based for-
mulation to learn the model. These MLs have been fre-
quently used for anomaly detection (as seen in Table 1) and
provide wide coverage of the machine learning methods
used in practice. We have therefore used them in our cryp-
tomining detection framework as well. Explainable model
building algorithms are used so that enough information is
produced by the model for effective mining malware detec-
tion. This information is required by developers and system
administrators to analyze the results and get confidence
into the accuracy of the ML-predicted anomaly as well as
understanding of the system level rationale of pod classifi-
cation. For the vanilla neural network and the decision tree
model, an explanation tool LIME Local Interpretable Model-
agnostic Explanations) [65], [66] is used. For the feedback
RNN, an auotencoder [67] is used. For the ensemble learn-
ing model, the Python package SHAP (SHapley Additive
exPlanations) [68], [69] is used. Such tools are open-source
and have been widely used for image recognition, text iden-
tification, sentiment analysis, banking fraud and detection,
among many other applications. However, they have not
been used in the case of container cloud anomaly detection.
To the best of our knowledge, this paper is the first to make
such use of them.

As shown in Fig. 1, upon detection of a cryptomining-
hijacked pod and the provision of an explanation regarding
pod classification to the administrator, the methodology per-
forms automated actions including disable, delete, rollback,
and restart, based on previously specified rules. One of the

possible rules may be to restart the pod first to inspect
whether the mining operation is removed. If the restart
doesn’t help, the next action could be a rollback to use the
base image of the container. A rollback failure confirms that
the base image is itself infected. In this case, the action should
be either a temporary disable of the pod or a permanent
removal from the cluster. Likewise, several rules can be gener-
ated taking into account the cluster management constraints
and business decisions. Once the application is set to be
hosted in the cloud, a key problem for the applicationmanag-
ers is how to implement and manage such rules and actions
on their legacy systems in support of business operations. The
use ofML inference for managing the infected containers is an
important topic for future research. In this paper, we focus on
the machine learning and explainability aspects of the crypto-
mining detection framework.

4 SYSCALLS COLLECTION AND ANOMALY

DETECTION CHALLENGES

4.1 System Calls Collection for Kubernetes

TheLinuxperformance profiling tool perf [70] is used to collect
syscalls traces. The scripts for syscall collection on docker con-
tainers are known and easily available in the literature but lit-
tle information is available regarding collection of syscalls on
Kubernetes pods. In this paper, we explain the steps and
scripts that need to be used in theDocker andKubernetes con-
text for syscalls collection. In the 64� bit Linux-kernel, there
are 313 distinct syscalls made during the execution of each
program [71]. The docker images of miners and applications
described in Section 3 are used to create a Kubernetes-YAML
file. They are deployed in a cluster using the Kubernetes API
“kubectl create -f < yaml file name> ”. After deployment, “perf”
is run to collect the raw syscalls in every timewindow. Syscall
collection in the Docker platform is simple but in Kubernetes,
extra steps have to be followed. The scripts for both platforms
are shown in the appendix attached to this paper, which can
be found on the Computer Society Digital Library at http://
doi.ieeecomputersociety.org/10.1109/TPDS.2020.3029088.
These scripts will help anyone who wants to extract syscalls
from Kubernetes pods with open-source perf tool. Apart from
perf, there are several other tools such as strace and ptrace that
one can use for syscalls collection using scripts similar to the
perf ones. A standard tool Sysdig [72] has been consistently
used by researchers to collect syscalls for container cloud. It
has been primarily used in Kubernetes clusters and for micro-
service monitoring. However, Sysdig is not completely open-
source as its premium version requires a licenses for installa-
tion and use. On the other hand, open-source tools such as

Fig. 2. Block diagram of syscalls processing using machine learnings.
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perf, strace, and ptrace are pre-installed in the Linux operating
system and can be effectively used without incurring any
additional costs.

4.2 Issues in Syscalls Collection

During syscalls collection, several issues are encountered,
especially in relation to the performance of the detection
framework when it is deployed in cloud clusters. These
issues are scalability, storage overhead, runtime overhead,
and security monitoring.

1) Scalability: Given that the proposed solution is
designed for container clouds, the scalability of the
monitoring approach is a potential concern. The sys-
calls are collected periodically in a round-robin fash-
ion for all containers. The syscalls collection period
for a given container is linearly proportional to the
number of containers in the cluster. Consider there
are N containers to monitor and that at each con-
tainer, the syscalls are collected with a sampling
interval of Dt then the period Tpod of syscalls polling
at each pod is given by

Tpod ¼ NDt: (1)

The polling interval at each pod increases linearly
with N . Since mining is a long-term activity that is
usually run for days (as opposed to short-term mal-
ware), a sampling interval of Dt of 1 minute is typi-
cally sufficient. Moreover, a polling interval of (NDt)
is also sufficient to detect mining activities. Polling
policies can be designed to accelerate syscalls collec-
tion, including pod interleaving, random pod sam-
pling, and event-driven monitoring [73].

2) Storage Overhead: Syscall monitoring is known to
have a significant storage overhead. Many research-
ers have used heuristics to minimize storage over-
head based on the bloom or cuckoo filters [74]. Such
overhead depends on the nature of the workload. To
better quantify such aspects, syscalls are collected
with a sampling interval of Dt ¼ 1 minute across
legitimate and mining applications. The size of the
raw syscalls file and the syscalls sequence length are

shown in Table 2. The dynamic range of these two
figures of merit is rather large. Specifically, Bitcoin,
Bytecoin, and Cassandra have significant storage
overhead. As a result, the proposed miner detection
framework of Fig. 1 may end up using a significant
amount of storage for certain workloads that can be
accommodated using network storage resources of
the cloud cluster. Storage needs may be controlled
by decreasing the period Dt of syscalls sampling.
Here also, dynamic policies of storage control may
be defined but they are outside the scope of this
paper. On a related score, the execution of the ‘perf’
tool also consumes significant amounts of memory.
But such memory usage can be mitigated using the
C-group of the cluster node [75] and by the applying
a dynamic resource provisioning policy to the con-
tainers [76] .

3) Runtime Overhead: Syscalls monitoring is also known
to have significant runtime overhead. The overuse of
the tool perf can slow down process execution in any
given container. The slowdown of job completion
has led to limiting syscalls extraction to a smaller
subset. Another control knob is to increase the moni-
toring span (NDt). To show these aspects quantita-
tively, workloads have been randomly selected and
their job completion times measured twice, once
without collecting syscalls and once with syscalls
collection. The differences in runtime and overhead
percentage are shown in Table 3. In our implementa-
tion, the runtime overhead with syscalls is approxi-
mately 5 percent. Given the advantages of miner
detection in the container cloud, we believe such
overhead to be reasonable.

4) Security Monitoring: The container monitoring tool
perf is run on the host server where all the containers
are deployed. It should be noted that there can be
more than one host server in the cloud cluster. Con-
tainer security can be compromised in several ways,
including opening to any internet traffic, having
more than one port number for traffic feed, having
no access credentials or compromising such creden-
tials. If access credentials are compromised, an
attacker can build a tunnel path from one container
to another and reach up to the host server where perf
is running. An attacker can then run malicious code
on the host server to kill the perf process itself. With
this, no syscalls will be generated any more for any
of the containers. But as per our setup in Fig. 1, sys-
calls are being collected with a fixed sampling

TABLE 2
Raw Syscalls File Size and the Generated Sequence Length

Pod name Syscall raw file
size (MB)

Syscalls
length

Average interval
between syscalls (s)

Bitcoin 554 2038829 0.000029
Bytecoin 134 481466 0.00012
Vertcoin 8 28850 0.00207
Dashcoin 18 61634 0.00097
Litecoin 83 290657 0.000206
Deeplearning 22 77981 0.000769
Mysql 5 14756 0.00406
Cassandra 246 910472 0.0000658
Hadoop 480 1656599 0.0000362
Graph
Analytics

113 270981 0.000221

For each of the workloads, syscalls are collected with a one-minute sampling
interval. The average time interval between syscalls is calculated by dividing
the sampling interval with the syscalls length.

TABLE 3
Runtime Overhead in Syscalls Collection

Pod name Workload’s job completion time (s) Overhead (%)

Without With syscalls T2�T1
T1

syscalls ‘T1’ ‘T2’ �100%

Docker-bench 30 31 3.33
Hadoop 81 84 3.7
Spark 18 20 11.11
Graph-analytics 933 944 1.11
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interval across all containers in the cluster in round-
robin fashion. Within a sampling period, if there are
no syscalls generated then no data is passed to the
ML model inference engine. The ML model would
be idle, which would raise an alert to the system
administrator for the inspection of containers. The
fact that none of the containers generated syscalls,
even though they are all active and running applica-
tions, is deemed a confirmation that the monitoring
system is faulty. An alert for such a hijack of the
monitoring system should therefore be added in
the ”automated actions” list of Fig. 1. The details of
the container management policies as a result of this
alert should be mapped while taking into account
the cluster management constraints and business
decisions as discussed in Section 3.

4.3 Anomaly Detection Challenges in Cloud

Anomaly detection is an effective way of helping adminis-
trators of cloud platforms to monitor, analyze, and improve
cloud behavior. However, given their large-scale, complex
architectures and their design for resource sharing, cloud
platforms pose severe challenges to accurate anomaly detec-
tion. Here, we elaborate on such challenges in the specific
context of virtual-machine and container clouds.

1) Virtual-machine clouds: Virtual machines (VMs)
ensure security mainly by isolation but at the cost of
running a complete operating system (OS). Since
VMs are bulky, more than one core application is
run in a VM to lower storage and compute costs.
Security enhancements such as network firewalls
and smaller VM images are difficult to implement,
given the need to take into account the superset of
all application activities. With the broader set of VM
core applications, the anomaly detection framework
needs complex machine learning with a wide spec-
trum of feature sets. Such a complex model needs
time-consuming tuning for its large set of hyper-
parameters, which results in a comparatively longer
time in the training process. Also, such a model may
be susceptible to a high rate of false positives.

2) Container clouds: Unlike VMs, containers are light-
weight objects, having ample resources to run a single
core program. Compared to VM, containers do not
have to run a complete OS, and therefore the container
image is based on a much smaller collection of pack-
ages and binaries. At a small scale where only few con-
tainers are to be monitored with each running a
reduced number of known binaries and packages, the
anomaly can be detected by simply verifying that only
previously existing binaries are executed in those con-
tainers. To capture the activities of few applications
per container, the MLmodel can be made simple with
fewer features extracted for training and detection. As
a result, training and detection runtime is relatively
shorter than in VMs. Because the ML model is com-
pact, the rates of false positives and false negatives are
likely to be smaller aswell.

In a VM, it is typically challenging to effectively define
the total set of application events. On the other hand, in a

single-application container, it is possible to define a mini-
mal set of event markers for automating interactions. Fur-
ther, Kubernetes provides fine-grained controls related to
service-to-service messaging. Such controls provide addi-
tional indicators to help distinguish malicious from benign
behavior and detect violations security policies. In sum-
mary, container clouds are more amenable to anomaly
detection than VM clouds.

5 MACHINE LEARNING IMPLEMENTATION

In this section, we describe the various ML models used for
pod classification.

5.1 Feature Extraction

The first ML step is feature generation from raw syscall
sequences. These syscall sequences are stored in a Python dic-
tionary. For each pod, syscalls are collected for 1minute dura-
tion in the round-robin fashion. Since Dt ¼ 1 minute and
N ¼ 16 (8 miners þ 8 healthy workloads), the syscalls moni-
toring span is NDt ¼ 16 minutes. The size of the raw file and
the syscall sequence length for some of those pods are shown
in Table 2, in which the last column also lists the average
elapsed time between syscalls occurrences for each pod. Note
that it is not possible to differentiate between mining and
benign applications using these time intervals. If such timing
information is added as a feature for ML training, it would
confuse themodel and result in lower detection accuracy. Fur-
thermore, adding the timing information would extend the
length of the feature vector and in turn increase the detection
computational complexity. It will also increase the training
time. We have therefore considered only the syscall sequence
and dropped any other arguments such as timing informa-
tion, stackmemory address, and kernel name.

To generate ML features, the syscalls sequences are
processed by the non-overlapping n-grams described in
Section 3. As an example, consider the syscalls sequence
f1; 4; 2; 6; 12; 34; 12; 65; 34; 21; 7; 3; 5; . . . :g. With the non-
overlapping n-gram method for n ¼ 5, several frames are
extracted such that frame1 ¼ f1; 4; 2; 6; 12g, frame2 ¼
f34; 12; 65; 34; 21g, frame3 ¼ f7; 3; 5; ::; ::g and so on. Note
that these frames are different from those of the overlapping
n-grams where the frames are frame1 ¼ f1; 4; 2; 6; 12g,
frame2 ¼ f4; 2; 6; 12; 34g, frame3 ¼ f2; 6; 12; 34; 12g and so
on. The overlapping n-grams create several repeated frames
across the sequences. These repetitions increase training
complexity without any significant improvement in model
accuracy. Further, redundancies in the dataset often result
in model overfitting, longer training time, and larger mem-
ory/disk storage without any advantage in model perfor-
mance. For these reasons, non-overlapping n-grams have been
used in this work. Experiments are run with different values
of n. An exemplary result for the feedback RNN model is
shown in Fig. 3. For different values of n, the model perfor-
mance (in terms of metrics to be discussed below) remains
approximately constant between n ¼ 25 and n ¼ 45. The
representative value n ¼ 35 is therefore used in all our other
experiments because it is the value of maximum recall rate
over all n’s. The particular behavior at n ¼ 50 corresponds
to the central challenge in machine learning, namely, over-
fitting, where the gap between the training error and
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validation error is too large, which is indeed the case at n ¼
50. Over-fitting can be controlled by altering the number of
neurons in the hidden layers. Models with excess neurons
can over-fit by memorizing properties of the training set
that do not serve them well on the validation set. The anom-
aly at n ¼ 50 is also an example of a local maximum for the
loss function, where the model has an error peak that disap-
pears after n ¼ 55.

Table 4 illustrates the differences in ML evaluation met-
rics between frames generated from overlapping and non-
overlapping n-grams for the above RNN model where n ¼
35. As can be observed, the training time is much larger in
overlapping n-grams without any significant improvement
in ML evaluation metrics.

The 0 label is assigned to normal application frames and the
1 label to cryptominer frames. All the frames are concatenated
into a single Python dataframe having a column size of 35.
This dataframe is transformed into two matrices: an X matrix
containing features and a Y matrix containing labels. These
matrices are divided into training and validation sets in the
ratio of 70 : 30.

5.2 Machine Learning Evaluation Metrics

For the evaluation of the trained model, standard machine
learning metrics are used. They are as follows:

1) Accuracy: This is the percentage of correctly classified
dataframes in the given test dataset.

2) Loss: This is the average difference between the
model output and the label at the end of the training
phase across all training data samples. This metric is
used for the statistical ML models.

3) Precision: This is a measure of exactness or quality of
model prediction. Mathematically,

Precision ¼ True positives

True positivesþ False positives
: (2)

The true positives are data samples that are classified
as positive by the model and they actually are posi-
tive (i.e they are correctly classified). The false posi-
tives are data samples that are classified as positive
by the model but they are actually negative (i.e they
are incorrectly classified).

4) Recall: This is a measure of completeness or quantity
of model prediction. Mathematically,

Recall ¼ True positives

True positivesþ False negatives
: (3)

False negatives are data samples that are classified as
negative by the model but they are actually positive
(i.e they are incorrectly classificated).

5) F1 score: This is the harmonic mean of the precision
and the recall. It is a metric that combines both preci-
sion and recall and provides insight into the balance
between false negatives and false positives classifica-
tion of the model. Mathematically,

F1 score ¼ 2� precision� recall

precisionþ recall
: (4)

When false positives and false negatives are close to
zero, both the precision and the recall are closer to 1
and hence the F1score is 1. In the worst case, the F1-
score is 0, which means that the model is not per-
forming any correct classification.

6) Cohen’s kappa (k): This is a statistical metric that is
used to measure the observed agreement between
two classifiers with respect to the case when the
agreement is due to chance. This metric can effec-
tively handle both multi-class and imbalanced class
datasets. In this paper, Cohen’s kappa is used to
evaluate ML model performance when the number
of frames for miners and normal applications are
unbalanced. Mathematically,

k ¼ po � pe
1� pe

; (5)

where, po is the observed agreement, and pe is the
expected agreement based on chance, which gives
the performance of a classifier that simply guesses a
class at random according to the frequency of each
class [77] in the dataset. Values of k equals 0 or less
indicate random guessing is a better classifier than
the ML model, which means that the ML model is
useless.

7) ROC AUC: ROC stands for Receiver Operating Char-
acteristics and AUC stands for the Area Under the

Fig. 3. Feedback RNNmodel evaluation on the validation set for different
values of n in n-grams.

TABLE 4
Differences Between Overlapping and Non-Overlapping

n-Grams for the RNN Model

Attribute Overlapping Non-overlapping

# of normal frames 4748978 135686
# of anomalous frames 6188383 176811
Training accuracy 81.45 % 79.99 %
Validation accuracy 80.10 % 78.90%
Loss 0.376 0.4315
F1-score 0.845 0.8358
Precision 0.776 0.7374
Recall 0.935 0.9371
Cohens k 0.604 0.5491
ROC AUC 0.903 0.8669
Training time (s) 895 31
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Curve. The ROC is based on a cumulative probabil-
ity distribution while the AUC measures the degree
of separability between classes. [78]. The higher the
AUC, the better the ML model is at predicting 00s as
00s and 10s as 10s.

5.3 First ML Model: Decision Tree

Decision trees are commonly used for classification and
regression problems. After training, the model architecture
has a tree-like structure where each node represents a data
feature, each link or branch represents a rule or decision,
and each leaf represents an outcome (categorical label in
case of classification or analog value in case of regression).
For training the model with the training dataframes consist-
ing of miners and healthy applications, the model’s parame-
ters are kept at their default values as set by the Python-
SKlearn library. After training, the training data achieves a
classification accuracy of 99.6 percent while the validation
data achieves an accuracy of 97.1 percent. The model evalu-
ation details are shown in Table 5.

5.4 Second ML Model: Ensemble Learning

Statically-tuned Ensemble Machine Learning (EML) is
known to provide better predictive accuracy than a single
learning model [79]. In EML, several base learners are built,
each of which is given a piece of data and the final result of
the model is computed by the ensemble of the outcome of
each base learner. During ensemble process, different data
subsets are drawn from the training set and each subset is
used to train a different base learner classifier. Each of the
base learners uses different sets of parameters to create dif-
ferent learning rules over the training subset, thus leading
to learning ensembles. AdaBoost and XgBoost are known to
be powerful EML models. In this paper, XgBoost is used
where the Python parent library provides independent
XgBoost installable EML modules [80]. Similar to the deci-
sion tree model, during training experimentation, the EML
model parameters are kept at their default values as set by
the Python-XgBoost library. The classification accuracy
obtained with this model is 89.3 percent for the training set
and 89.4 percent for the validation set. The model evalua-
tion details are shown in Table 5.

5.5 Third ML Model: Feed-Forward
Vanilla Artificial Neural Network

The first Artificial neural network (ANN)model has been cre-
ated with feed-forward vanilla architecture. Feed-forward
ANN is a network that has no loops (output is inserted into
the input as feedback). The information flows in a simple for-
ward direction. There can be either shallow hidden layers or
deep layers. This work uses shallow layers. The main advan-
tage of ANN, in general, is that they provide many hyper-
parameters that can be tuned to build an accurate model. We
have performed several experiments using Python�Keras
and TensorFlow to arrive at the right set of hyper-parameters
and obtain a training accuracy of 81.1 percent and a validation
accuracy of 79.7 percent with other evaluation metrics shown
in Table 5. The hyper-parameter values are as follows: Num-
ber of hidden layers = 2, Number of units at input = 35, Num-
ber of units in the first and second hidden layers = 30 and 10
respectively, Initialization = Uniform, Optimization = Adam,
Activation for hidden layer = Relu, Activation for output =
Sigmoid. We have used an open-source neural architecture
search (NAS) tool called autokeras [https://autokeras.com/]
to determine the ANN hyper-parameters. Autokeras produ-
ces the numbers of hidden layers and nodes along with sev-
eral other hyper-parameters that correspond to the most
accurate model within the given ranges. This model has been
further engineered by tuning the number of neurons in each
hidden layer separately. The results are shown in Figs. 4 and
5. For each plot, the values of the other hyper-parameters are
kept constant while tuning the number of neurons. There is
hardly any noticeable change in accuracy and other evalua-
tion metrics. The ANN model has always performed more
poorly than the rule-based decision tree and the XgBoost
ensemble learning.

5.6 Fourth ML Model: Feedback
Recurrent Neural Network

Given the dynamic, time-series nature of syscalls, it is natural
to consider Recurrent Neural Networks [62] as a learning
framework, and more specifically their embodiments in Long
Short-Term Memory (LTSM) cells [81]. Indeed, since the sys-
calls sequence is time-series data, it is obvious to use the
LSTM RNN model. The repeated run of different proof-of-
Work algorithms in miners create several syscalls patterns

TABLE 5
Machine Learning Evaluation Summary for the Validation Set

Metrics Decision XgBoost Feed-forward Feedback

tree ensemble vanilla ANN RNN

Validation (%) 97.1 89.4 79.7 78.9
Training (%) 99.6 89.3 81.1 79.99
Loss - - 0.3898 0.4315
Precision 0.97 0.9 0.7461 0.7374
Recall 0.97 0.89 0.9703 0.9731
F1-score 0.97 0.9 0.8405 0.8358
Cohens k 0.9403 0.7808 0.5674 0.5491
ROC AUC 0.9701 0.8838 0.8885 0.8669

The first line in the table gives the validation accuracy while the second line
gives the training accuracy. These evaluation results are for the syscalls frames
collected in one time window where Dt ¼ 1 minute and N ¼ 16. For all the
experiments, n ¼ 35 in n-grams has been used for the feature generation.
Value of loss is only available for statistical model.

Fig. 4. Vanilla ANN model performance on the validation set versus the
number of neurons in the first hidden layer.
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whose relationships over time can be extracted using the
LSTMRNNmodel. The results of applying LSTMRNN to the
cryptomining problem are shown in Table 5. The training
accuracy is 79.99 percent while the validation accuracy is
78.90 percent. The hyper-parameter values are as follows:
Number of hidden layers = 1, Number of units at input = 35,
Number of LSTMunits in the hidden layers = 80, Initialization
= Uniform, Optimization = Adam, Activation for LSTM layer
= ReLU, Activation for output = Sigmoid. Autokeras does not
support RNN. So, we used our own search strategy through a
custom script.We built severalmodels sequentially by sweep-
ing the number of nodes, hidden layers, activation functions,
and optimizers and selected the one that produces the best
value of evaluation metrics. There are standard tools similar
to autokeras like Google’s AutoML and Raytune that performs
hyper-parameters tuning and architecture search. For this
work, we have used our own scripts with the intent of devot-
ing another publication to the exploration of, and compari-
sons with, other architecture search tools. Fig. 6 shows the
performance of the LSTM model when the number of LSTM
units in the hidden layer is swept from 20 to 200 units. There
is hardly any noticeable change in the accuracy and other
evaluation metrics for this hyper-parameter over the sweep-
ing range. The conclusion is that the LSTM RNN, like the
vanilla ANN model, performs poorly in comparison to the
rule-based decision tree and XgBoost ensemble learning
models.

6 MACHINE LEARNING EXPLAINABILITY

In this section, we describe the various tools used to derive
rational explanations of the ML outcomes. In the context of
this work, explainability is needed to answer such questions
as: Why did the ML classify a particular pod as a miner?
How does the syscalls sequence change from one pod to
another? Which feature has the greatest impact on miner
prediction? Is there any way to visualize the ML outcome
apart from plotting the evaluation metrics? The explainabil-
ity tools that we will describe below represent an attempt at
addressing some of these questions.

6.1 SHAP for XgBoost

SHAP [68], [69] is a software tool to explain the output of any
ML model. In this work, SHAP is used to explain the

classification result of XgBoost EML. SHAP uses the “additive
feature attribution methods” where the explanation is
expressed as a linear regression of the feature indicator func-
tions. SHAP converts the original ML features ðxiÞ into binary
variables ðziÞ to indicate whether feature xi is present in the
input dataset or not. Such z0is form the interpretable dataset of
the original features x0

is. Mathematically,

gðzÞ ¼ f0 þ
XN

i¼1

fizi; (6)

where, N is the training samples size, gðzÞ is a surrogate
model of the ML model loss function, fðxÞ and is used for
explanation, and the fi’s are the regression weights reflect-
ing the contributions of the features to the output. Unlike
traditional least-square linear regression, the fi’s are com-
puted using the game-theoretical Shapley values [82].

Graphically, SHAP produces a plot indicating how the
training dataset features drive the ML model output away
from a base value. The plot further quantifies the relation-
ships between the dataset features and the ML output for
each training sample. The base value is the output of gðzÞ,
which is typically the average of the model output over the
entire training dataset. The plots of three samples, two for
the cryptominer and one for the normal application, are
shown in Fig. 7 where Fn denotes the feature number
within the dataset (note that from the Section 5.1, the dataset
feature size is 35). A model output is labeled 1 (crypto-
miner) when the gðzÞ is higher than the base value and 0
(normal) when it is lower. A set of features that push the
gðzÞ outcome higher than the base value are shown in red
while those push towards lower value is shown in blue. To
illustrate the clear difference between a cryptominer and a
normal application classifications, 5000 samples are ran-
domly chosen from the Vertcoin cryptominer and the
MySQL application syscalls frame. Plots similar to Fig. 7 are
generated for all the 5000 samples, stacked horizontally,
and rotated 900 clockwise to reveal the explanation. The
resulting graphs for the Vertcoin and the MySQL are shown
in Figs. 8 and 9, respectively. The intersection between the
red and blue regions lies above the base value for the Vert-
coin cryptominer and below the base value for the MySQL
database.

Fig. 6. Feedback RNN model performance on the validation set with
changing the number of LSTM units in hidden layer.

Fig. 5. Vanilla ANN model performance on the validation set versus the
number of neurons in the second hidden layer.
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Fig. 7. Model explanation using SHAP.

Fig. 8. Model explanation using SHAP for the Vertcoin cryptominer. The data frames from 0 to 5000 are along the X-axis. Model output is along the
Y -axis. The profile of output values across these frames is at the intersection of the blue and red regions. The curve is plotted in descending order of
output values across 5000 frames.

Fig. 9. Model explanation using SHAP for the MySQL application.
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In the scenario when we are given the sequence of syscalls
from an unknown pod and asked to classify the pod (normal
versus cryptominer), we can proceed as follows. First the
frames are extracted from the syscall sequences using the
method of Section 3. Next, one of the four MLmodels is used
for classification. Typically, a threshold of 60-70 percent is
used for the number of frames with a classification above the
base value to declare the entire frame sequence as cryptomin-
ing. In our work, we use the more aggressive threshold of 75
percent, which translates into amore accurate and robust pre-
diction of the pod category. Here, for the demonstration pur-
pose, we have displayed the use of SHAP for XgBoost only,
but the SHAP explainability can also be provided for the other
MLmodels accordingly.

6.2 LIME for Neural Network and Decision Tree

LIME [66] is another tool to explain ML classification. It can
be applied to any ML model. LIME is based on perturbing
the input data to the model and tracking the resulting pre-
diction changes. Like in SHAP, the LIME requires an inter-
pretable coding of data features using the actual features of
the classification model. One possible coding for mining
classification is a binary vector indicating the presence or
absence of a particular syscall. Let’s denote the classification
ML model as fðxÞ with the input feature vector x, which is
the original representation whose prediction outcome needs
to be explained. The x is associated with a binary interpreta-
tion vector x0, whose components indicate the presence or
absence of a features in x. The explanation vector x0 is asso-
ciated the explainable model gðx0Þ whose value is also
binary. The model g is built using uniform sampling from a
neighborhood of x0. The sampled vector is denoted z0 and
can be considered a perturbation of the interpretable vari-
able x0 . The localized model gðz0Þ is built to recover the vec-
tor in the original representation z and obtain the label fðzÞ
for the explanation. Let the pxðzÞ be a proximity distance
between the original representation x and z and let
Lðf; g;pxÞ denote the loss function for using g to approxi-
mate f . One possible expression for the loss function is [66],

Lðf; g;pxÞ ¼
X

z;z0
pxðzÞðfðzÞ � gðz0ÞÞ2; (7)

where gðz0Þ ¼ wT
g z

0 is a linear regression in the interpretation
vector z0. LIME has been extensively illustrated in [66] using
image and cloud datasets. In this paper, we illustrate its
uses for cryptominer anomaly detection.

LIME is available as an independent Python-installable
package from https://github.com/marcotcr/lime. The code
takes the classifier and data as input and returns the proba-
bility distribution of the label. We apply the LIME approach
to the feed-forward ANN and the decision tree model. The
Python library Scikit-learn is used to build and train a vanilla
multi-layer perceptron ANN and a decision tree model as
per the details given in Section 5.5. The prediction results
are fed into the LIME tool to deduce explanations. Using
the feature values for a particular record, LIME’s probabilis-
tic algorithm computes the class probabilities and selects for
interpretation of the class with the highest probability. The
plots for the cryptominer and the normal application classi-
fications are shown in Fig. 10 for the ANN model and
Fig. 11 for the decision-tree model. The features in blue rep-
resent the contribution to the prediction probability of the
0 label (normal application) and those in orange represent
the 1 label (cryptomining). In the plot, only the top ten fea-
tures are shown.

Note that the explainability value is solely dependent on
machine learning outcomes. When the same input data
sample is fed into the machine learning model, both SHAP
and LIME give the same explainability result. A promising
approach that is specific to explainability in a neural net-
work model is to use node sensitivity and hidden-layer rele-
vance criteria [83]. The approach has been implemented for
image datasets using a layer-wise relevance propagation
algorithm (see www.heatmapping.org) where a heat map is
generated to explain the classification of certain image cate-
gories. We are currently investigating the use of such
method in the context of anomaly detection.

For the decision tree model, the explanation of the classi-
fication result is mostly obtained by visualizing the binary-
tree structure of the model. In such tree, each node splits the
incoming data according to the values of some feature vari-
able. The decision tree is widely adopted as an explainable
model because the tree is easily interpretable. This is espe-
cially useful when the feature space is different from the
raw data space. The tree visualization tool Graphviz [84] is

Fig. 11. Explanation of the decision tree model using LIME. The 0 label is
for normal applications, 1 for cryptominers.

Fig. 10. Explanation for the vanilla ANN model using LIME. The 0 label is
for normal applications, 1 for cryptominers.
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used to generate such a graphical representation of deci-
sion-making splits. However, since this work uses the
n-gram technique to generate frames of syscalls sequence,
all the ML features are themselves syscalls. Therefore a
graphic representation of the decision tree has little added
value. Such a representation is meaningful in case of anom-
aly detection in cyber-security where network traces are
used, and each ML feature has its own definition and rele-
vance in the networking domain. Justification of the ML
result is obtained by tracing the leaves and nodes of the
decision tree through such extracted networking features.

6.3 Autoencoder for Feedback
Recurrent Neural Network

An autoencoder [85] is a generative neural network model
that learns a representation (or encoding) of the dataset in
unsupervised learning fashion. Encoded data are fed to the
decoder to recreate the original input dataset. The encoder
and decoder together create autoencoders where back-
propagation is applied to tune theweights such that the target
value is equal to the inputs. In neural-network classification,
an autoencoder can be thought of as the part of the hidden
layer up to the input layer (generally the midpoint of the
model), from which the reconstruction of the input data is
possible. The output of this hidden layer is the compressed
representation of the input. In this work, we have used an
LSTM RNN for the encoder and decoder to generate model
explainability for the RNN of Section 5.6. Probing the output
from the hidden layer of the RNN creates the encoder part
shown in Fig. 12. TheRNNstructure from the input to the out-
put of the encoder, X, is the same as in the classifier as is
shown in Figs. 12 and 13. Combining both of these RNN’s
through a repeat vector for all the 35 features so as to

[None, 80] with [None, 35, 80] creates a composite LSTM
RNN model that has a single encoder and two decoders, one
for reconstruction of the input and one for its classification.

The performance of an autoencoder model is evaluated
based on the model’s ability to recreate the input sequence.
Validation of the autoencoder model also validates the
upstream half of the classifier model which, in turn, further
strengthens the trust in the classifier’s outcome. The flow-
chart of the LSTM classification and explainability processes
is shown in Fig. 14. During the training phase, the recon-
structed outputs from the decoder are considered as the sig-
natures, Sminer and Snormal, for the mining and healthy
applications, respectively. Such signatures are saved for
explainability. A given batch of syscalls frames from an
unspecified pod is fed into the trained composite model. If
the classifier predicts more than half of the frames as miners
then the pod is classified as a miner, i.e., yRNN ¼ 1. For
explainability, the output of the reconstructor denoted by
yautoencoder is evaluated. Such output should match the min-
er’s signature Sminer, i.e Syautoencoder ¼ Sminer. If the result of
yRNN and yautoencoder align then the composite model is
treated to be working precisely and the explanation for the
miner prediction is received from the Sminer and yautoencoder.

In our experiments, the composite RNNmodel is trained as
per the following specification: Number of hidden layers = 2,
Number of input units = 35, Number of LSTMunits in each of
the hidden layers = 80 and 50, Initialization = Uniform, Opti-
mization = Adam, Activation = ReLU , Mini-batch size = 64,
Epochs = 10. The autoencoder loss curve in every epoch dur-
ing the training process is shown in Fig. 15. Convergence is a
major issue with autoencoder design, especially when the
dataset size is large, and the centroids of the various classes
have significant variance. Also, when convergence is
achieved, it is often the case that it is at a local minimum of the
loss function. Such difficulties impact the quality of the
explainability method. More details about improving the

Fig. 12. Structure of LSTM RNN classifier.

Fig. 13. Structure of LSTM autoencoder.

Fig. 14. Flowchart showing the classification and explainability process
of the composite LSTM model.
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autoencoder-based explainability method will be given in a
future publication. Fig. 16 shows two examples of sequence
reconstruction using the LSTMRNNautoencoder.

7 MACHINE LEARNING PERFORMANCE

COMPARISON

The selected ML models are compared in terms of accura-
cies, training-prediction time, and the compute resource
usage. The results are shown in Table 6. The compute
resource is measured in terms of CPU and memory. The
model is built on a 4-core, memory-optimized, Amazon
EC2 instance m5d:xlarge [86]. CPU and memory usages are
obtained using the LINUX commands htop and free -m. The
commands htop and free are used to profile the code at run
time and therefore their outputs include percentages of the
CPU/memory overhead. However such relative overhead
would be the same for all the ML models because the train-
ing and inference of all the models are performed using the
very same platform, operating system, programming lan-
guage, and experimental environment. The utilization is
measured by sampling the CPU and memory usage every
second, and taking the maximum value attained during the
training phase. The table shows a CPU usage higher than
100 percent because the instance is multi-core, and the sam-
pled value refers to the percentage usage of all the 4 CPUs,
which is 4� 100 ¼ 400%. Comparing these metrics across
all the ML models, the rule-based decision tree and XgBoost
models have much shorter runtimes than the ANN and
RNN models. In terms of resource usage, the rule-based
models are less compute-intensive because they don’t

require complex algorithms such as stochastic gradient
descent or back-propagation to train the model but they do
require extensive memory resources to save all the training
rules. Further, the evaluation Table 5 suggests that rule-
based models are more accurate than statistical models. As
for explainability, the SHAP and LIME tools are to be recom-
mended pending more research on the autoencoder-based
explainability, especially in relation to autoencoder conver-
gence and optimality.

8 SYSCALLS ANALYSIS AND DISCUSSION

8.1 Syscalls Analysis for Workloads

Denote the sets of unique syscalls for allminers and all normal
healthyworkloads byWminer andWnormal, respectively. In this
paper, these sets are the unions of the individual syscalls sets
of the 8mining applications and 8 normal applications

Wminer ¼ Wminer1 [Wminer2 [ . . . : [Wminer8 (8)

Wnormal ¼ Wnormal1 [Wnormal2 [ . . . : [Wnormal8 : (9)

Note that the syscalls that are in Wminer but not in Wnormal

provides the miner syscall signature. Similarly, the syscalls
that are in Wnormal but not in Wminer provides the healthy
syscall signature. Using the set-theoretic difference, these
syscalls signature sets are denoted as

Sigminer ¼ Wminer �Wnormal (10)

Signormal ¼ Wnormal �Wminer: (11)

When the signature sets are non-empty, they greatly con-
tribute to the accuracy of the machine learning models in
classifying the normal and anomalous pods. On the other
hand, there are syscalls that are common to both the miner
and healthy application pods for which we use the notation

Sigconfuse ¼ Wminer \Wnormal: (12)

Because they confuse the machine learning models. The set
of syscalls that are common to all the miners captures the
similarities among the proof-of-work algorithms of the min-
ers. Similarly, the set of syscalls that are common to all the
healthy application captures the similarities among the sys-
calls sequences of the healthy applications. For the work-
loads used in this paper, these ”similarity” sets are denotedFig. 16. Autoencoder sequence reconstruction.

TABLE 6
Machine Learning Performance Comparison

Machine Accuracy Training Prediction Resource
Learning (%) Time(sec) Time(sec) Usage

Decision 97.1 2.743 0.0197 CPU : 97%
Tree Mem : 243MB

XgBoost 89.4 18.723 0.2499 CPU : 165%
EML Mem : 367MB

Feed-forward 79.7 35.133 2.001 CPU : 335%
vanilla ANN Mem : 182MB

RNNwith LSTM 78.9 1340 7.632 CPU : 385%
Autoencoder Mem : 242MB

Fig. 15. Autoencoder training loss function.
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Simminer ¼ Wminer1 \Wminer2 \ . . . : \Wminer8 (13)

Simnormal ¼ Wnormal1 \Wnormal2 \ . . . : \Wnormal8 : (14)

All the collected syscalls are processed with Python scripts
to determine the above sets of syscalls. Accordingly, we get
the following for the cardinalities of these sets:

jWminerj ¼ 100; jWnormalj ¼ 116

jSigminerj ¼ 12; jSignormalj ¼ 28

jSimminerj ¼ 7; jSimnormalj ¼ 1

jSigconfusej ¼ 88:

jSimnormalj ¼ 1 suggests that all the cloud benchmarks con-
sidered in this work are very different. On the other hand,
jSimminerj ¼ 7 suggests that there is similarity among the
proof-of-work algorithms of the miners that helps the
machine learning models achieve precise classification.

From a system administrator viewpoint, the more ML
explanations, the better, especially when disruptive deci-
sions are required such as disabling, deleting, or creating a
new image. The set-theoretic analysis can provide an addi-
tional input for setting up management policies in support
of the actions that are performed through the Kubernetes
API kubectl as mentioned in Fig. 1. As examples, we list the
following results for some of the syscalls sets defined above:
Sigminer = {288, 98, 35, 293, 263, 264, 47, 23, 25, 187, 285, 286};
Signormal = {131, 267, 140, 160, 162, 40, 43, 53, 57, 186, 62, 63,
192, 268, 204, 84, 213, 88, 90, 58, 95, 100, 229, 234, 109, 111,
112, 115}; Simminer = {1, 3, 228, 41, 42, 55, 202}, Simnormal =
{1}. The reader is referred to [71] for a detailed description
of the syscalls.

8.2 Discussion

Based on the above results, jSigminerj ¼ 12 indicates that
there are 12 syscalls that are executed by the miners without
appearing in any of the call sequences of the legitimate
healthy workloads. Such syscalls can be used to create a sec-
comp profile [87] of the pod, which provides a control mech-
anism whereby a process is killed if it attempts to call one of
the seccomp syscalls. Typically, in a container cloud, each
container (or each set of similar containers in a Kubernetes
pod) will have a specific seccomp profile, which will deter-
mine the syscalls that the application inside the container is
allowed to make. For tenants that have decent security
hygiene, the seccomp profile will limit the allowed syscalls
so that only designated workloads can execute. With very
high likelihood, generic malware, including cryptominers,
will not be able to execute in the first place as the syscalls
needed for mining will be blocked in the seccomp profile. As
a result, cryptominers can be effectively detected through
the seccomp policies and terminated without the need of
MLs. One example of such approach is the Falco tool [88] by
Sysdig [72] where the mining rules are written in a yaml file.
These rules are based on the usage of a fixed set of com-
mands and port numbers used by miners which are ulti-
mately mapped to a subset of the syscalls. However, in a
highly sensitive production environment, relying on pre-
defined mining detection policies may not be sufficient.
This is especially the case when the profiles of legitimate
workloads change or new workloads are added that require

syscalls from the Sigminer subset. If the seccomp profile is
used for miner detection, the healthy application might get
terminated, which is very detrimental to the cloud service
in the production environment. The situation is even worse
when an attacker uses a new type of cryptominer corre-
sponding to a new proof-of-work algorithm. New types of
syscalls are likely to be encountered with the possibility that
Wminer ¼ Wnormal while Sigminer ¼ ;; Signormal ¼ ;. Under
such a scenario, it’s the pattern of syscalls sub-sequences
that differentiates the miners from the healthy applications.
Such sub-sequence patterns are effectively extracted by
machine learning algorithms to produce precise classifica-
tion models.

In any type of anomaly detection framework, there is
always the question of an adversary that makes some ran-
dom syscalls to obfuscate malicious mining and throw off
the classifier. It is also the case, that ML models for anom-
aly detection are trained under “legitimate” anomalies
(e.g., well defined syscalls sequences) rather than adversar-
ial attacks. If adversaries know that the cloud manager
would be looking for a mining signature based on syscalls,
they can simply introduce random syscalls in the work-
load, which would affect machine learning inference.
To counter such adversarial attacks, it is important that
training sets include randomized syscalls sequences that
would mimic confusion and obfuscation attacks. During
operation, the deployed ML should continuously track the
syscalls sub-sequence pattern of cryptominers and continu-
ously update the inference engine. Machine learning is
capable of learning such patterns progressively over time
using such algorithms as [23], [24], [25], [26] where older
trained tasks of the model remain intact while learning the
new ones. A few examples to counter an adversary are
given in [89], [90], [91], [92] which can be applied within
our framework as well.

Ideally, the data for training and testing should be sam-
pled from the same distribution. But there could be some
rare data samples that may be newly encountered for some
benign or minor applications which could be at high vari-
ance with the training set. In a cloud environment, applica-
tions are dynamic, and as a result, monitoring signals have
time-dependent values. In particular, some new syscalls
emerge out and become highly frequent while some other
syscalls that have been most active can become occasional
or can disappear for a while. In Other applications, syscalls
may remain steady. In such circumstances, the testing data
will contain new syscalls frames which are different from
those of the training set. To maintain model detection accu-
racy, the detection engine should be updated dynamically
using a progressive learning algorithm [24], where instead
of discarding the old model and training a fresh model
from scratch with both old and new syscalls, only the new
syscalls frames are used to update the existing model. Such
learning is pursued in a comparatively shorter time than
training a brand new model from scratch. Further, in pro-
gressive learning, the inference accuracy based on old train-
ing data remains preserved, which is helpful in case the
application rolls back to its earlier behavior. The reader may
refer to [93] where we have illustrated the use of progres-
sive learning using the synaptic intelligence paradigm [24]
for cyber-security attack classification.
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9 CONCLUSION

In this paper, an automated pod anomaly detection setup is
demonstrated in a Kubernetes cluster to detect cryptomin-
ing applications using explainable ML models. The explain-
ability aspect is important for system administrators who
must grasp the system-level rationales to support disruptive
administrative decisions such as pod removal from a clus-
ter. Several types of cryptomining algorithms may be used
to launch an anomalous pod but the patterns of cryptomin-
ing system calls have common features that facilitate anom-
alous pod identification and discrimination against other
CPU-intensive applications such as deep-learning, MySQL,
Cassandra, Hydoop etc. Three explainable tools and four
ML model have been implemented using syscall n-grams as
data features. The syscalls frames from such n-grams
achieve an aggregate anomaly prediction accuracy of more
than 78 percent. Further, a comparative study of ML
explainability among the four models has been performed
with the tree decision model found to be the most precise
achieving accuracy of more than 97 percent, SHAP and
LIME are most efficient while LSTM autoencoder being least
amenable to automated explanation extraction because of
longer training time and convergence instability.
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