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Abstract—Continuous verification and security analysis of software systems are of paramount importance to many organizations. The state-of-the-art for such operations implements agent-based approaches to inspect the provisioned software stack for security and compliance issues. However, this approach, which runs agents on the systems being analyzed, is vulnerable to some attacks, can incur substantial performance impact, and can introduce significant complexity. In this paper, we present the design and prototype implementation of a general-purpose approach for Non-intrusive Software Introspection (NSI). By adhering to NSI, organizations hosting in the cloud can as well control the software introspection with reduced trust in the provider. Experimental analysis of real-world applications demonstrates that NSI presents a lightweight and scalable approach, and has a negligible impact on the performance of applications running on the instance being introspected.
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I. INTRODUCTION

Many organizations deploy security agents alongside the provisioned software stack to verify sanity, i.e., to ensure that the software stack is not compromised. These agents run just like any other application on the system while implementing their respective security functions. IaaS-cloud providers even offer deployable agent-based introspection solutions [1] and image templates already “baked” with such security agents [2] [3], which report to a provider-managed central monitoring service. These agents periodically scan the file systems, memory, and running processes of the systems within their scope in order to compare their findings against databases of known vulnerabilities or malware, and send reports to the system administrator summarizing their findings.

Over the decades, these practices of implementing security functions through local agents have become a standard in data centers and clouds, but this approach has several shortcomings (see Fig. 1). First, security agents themselves may become vulnerable and lead to new attack vectors into one’s system, as reported through a recent “DoubleAgent” attack that turns one’s antivirus into malware or/and hijacks the system [6]. Second, as an agent is required to be installed separately on every system, the operation and maintenance of these agents becomes challenging at cloud-scale. For example, introspecting 10K bare-metal instances would require deploying and managing the same number of agents, and a virtualized environment with 64 virtual machines per host would require 640K such agents. Third, while performing periodic security inspection, these agents consume system resources (e.g., CPU cycles, memory, network resources, etc.), which may impact the performance of the primary workloads that the systems are catering to. While the system may tolerate or avoid these overheads, this may, in turn, lead to performance instabilities or resource inefficiencies [7]. Finally, a provider-managed introspection service is intrusive for privacy and security-sensitive organizations such as federal agencies, financial institutions, hospitals, etc. Despite the economic benefits of operating in a public cloud, they refrain from using public cloud offerings due to the lack of control and trust in the provider. For such organizations to use public cloud offerings, they would want to enjoy private datacenter-like properties (e.g., control, privacy, security, etc.), even when operating in a public IaaS-cloud [8].

Several efforts have been made to overcome the shortcomings of agent-based introspection [9] [10] [11] [12] [13] for specific instance types. But unfortunately, none of these offers a solution that is non-intrusive, general-purpose and tenant-controllable at the same time. These efforts either intercept I/O requests of an instance provisioned to a remote virtual disk and recreate the filesystem state to perform introspection, or they propose provider-managed solutions to snapshot virtual machines at the host-layer and use the snapshot to perform introspection. For example, Banikazemi et al. [9] propose intrusion detection techniques for instances provisioned to a SAN target; however, this can lead to interference within the SAN controller’s I/O path – this not only violates the requirements for non-intrusive introspection but also requires specialized hardware (e.g., SAN) or support from the hypervisor (in case the of virtual machines).

1Non-profit organizations (e.g., Mitre Corporation [4], National Institute of Standards and Technology [5], etc.) maintain and continuously update open-source databases of vulnerable software and software configurations for public use.

2In the context of this paper the phrase “general-purpose” refers to instance-type (i.e. virtual machine or bare-metal server) and operating-system agnostic. Furthermore, a general-purpose introspection system should not require specialized hardware (e.g., SAN) or support from the hypervisor (in case the of virtual machines).
hardware. In another proposal, Richter et al. [11] propose recreating the disk state of virtual instances by intercepting the I/O between the hypervisor and the disk emulator, which is not a general-purpose solution as it would not work for bare-metal instances. Oliveira et al. comes closest to achieving non-intrusive introspection by snapshotting running virtual machines and exposing the snapshots as read-only pseudo-devices for out-of-band introspection, however, not only is this approach instance-specific; it still requires resources and access to the host where the VMs are running. Furthermore, these systems require the tenant to trust the cloud provider fully.

In this paper, we explore the answers to the following questions:

- **Can we develop an agentless introspection technique that works for both virtual machines and bare-metal servers?**
- **Can we develop a system that has limited complexity for small-scale deployments, so it can be deployed in private clouds and modest clusters?**
- **Can we reduce the overhead and complexity of security introspection for cloud-scale systems?**
- **Can we support tenants that don’t want to trust the provider (e.g., those that encrypt their storage)?**

Disaggregated storage allows us to address these questions. The most critical aspect of non-intrusive introspection is to have continuous and non-intrusive access to the state of the provisioned software stack. Disaggregating the persistent state of a running instance to a distributed storage system (e.g., Ceph [14], Lustre [15]) provides a clean separation of the provisioned software stack from the running instance. This disaggregation also enables a simple and practical mechanism for non-intrusive access to the state of the provisioned software stack, which can be exploited by different introspection and inspection APIs to overcome the shortcomings mentioned above for agent-based approaches. Until recently, storage disaggregation has been primarily limited to virtualized instances. However, recent research has demonstrated the possibility to use storage disaggregation for provisioning bare-metal instances with negligible performance overheads [16] [17] [18] [19] [20] [21] [22] [23].

In this paper, we present the design and prototype implementation of a general-purpose approach for Non-intrusive Software Introspection (NSI). NSI exploits the capability offered by distributed storage to create a cheap copy-on-write snapshot from a remote server and mounts the snapshot as a read-only volume on the remote server to introspect the latest state of the provisioned software stack. This approach has several advantages over previous ones. Since it uses a standard OS with support for arbitrary file systems, we can mount any volume, requiring none of the special purpose techniques developed in the hypervisor or SAN. Moreover, as the OS of the introspecting server is isolated (not exposed to the internet), it is simpler to ensure that the introspecting system is not compromised. Furthermore, the introspection is now decoupled from the tenant instance and is running on a remote server, thus avoiding performance impact on the workloads executing on the tenant’s instance. NSI also enables tenants to create their own introspection servers to perform introspection on volumes encrypted by tenant-controlled keys, avoiding the need to trust to the provider; the only capability this requires is to ensure that the tenant has a way of mounting her own volumes.

Key contributions of this work include:

- **We propose the design and prototype implementation of NSI, a general-purpose approach for non-intrusive software introspection.** We also present a brief discussion on other security analytics use cases that can be aided by NSI. NSI consists of a set of microservices, reducing its deployment complexity and enabling it to scale-out or scale-up quickly. By opting for NSI’s modular design, IaaS-providers can enable security-sensitive tenants to control and verify components required to introspect their provisioned software stack.
- **A prototype implementation for NSI utilizing open-source components is provided.** NSI’s modular microservice-based structure lends itself to replacing the underlying components – enabling system administrators to replace any underlying component to keep up with the changing technology. The prototype implementation is straightforward. We implemented introspection capability into an existing bare-metal provisioning system. All we needed was a way to snapshot and mount volumes. Although our prototype implementation is based on a bare-metal provisioning system, it works with virtual machines as it is.
- **Our prototype implementation shows that the complexity of performing non-intrusive software introspection is small; i.e., all needed functionality can be contained in a simple set of services deployed in a VM.** Deployment is straightforward for an enterprise and public clouds, and it can scale up or scale out quickly with small management overhead. Our evaluation shows that one can dedicate a modest amount of infrastructure to introspect on many computers; e.g., in our analysis, one system with 32 cores, 64 GB memory, and 10 Gbps NIC can perform basic software introspection every 5 minutes for up to 463 other computers. Based on the evaluation results, we deduce that for a 10K server cluster (i.e., a typical Borg cluster [24]), it would take 23 servers to perform basic software introspection, which is a trivial amount of infrastructure to set up and manage, rather than reserving resources for and coordinating with introspection agents running on all 10K servers.
- **We also evaluate the performance impact of NSI’s prototype implementation on real-world applications running on introspected instances and compare it with agent-based approaches.** While agent-based introspection can lead to up to \( \sim 12\% \) performance degradation NSI is observed to be scalable with a negligible impact on the performance.

3https://github.com/CCI-MOC/abmi
of the workloads. Our evaluation also demonstrates the possibility of reserving resources with high confidence for a particular introspection mechanism even across different applications.

The remainder of this paper is organized as follows. We present relevant background and the related work in Section II, discuss the NSI architecture and prototype implementation in Section III, present a runtime analysis for NSI and its performance impact in Section IV, and conclude in Section V.

II. BACKGROUND AND MOTIVATION

In this section, we first list the requirements for employing a general-purpose introspection system and then present some existing work on introspection to explain/justify our need for a new non-intrusive introspection solution. We then discuss the advances in technology that enable us to perform agentless introspection in the cloud.

A. Requirement for Non-intrusive Software Introspection

We first review the key desired features of a non-intrusive software introspection, and how the requirements for supporting those features suggest the design of an agentless solution. In this section, we will briefly discuss those requirements:

a) Separation of Introspector and Introspected: Integrity of security introspectors is critical. To establish confidence in their security assessment (about the introspected system), security introspectors should be impervious to compromises. In the case of an agent-based system, the agents (i.e., the security introspectors) execute as just another application on the system, potentially alongside any malicious software and exposes themselves to compromise [6], doing more harm than good. Moreover, the agents could also transitively get influenced by the existing vulnerability in the system. For instance, some trojan malware could override the \texttt{ps} utility on your system to hide certain processes from reporting, and then any monitor using that utility to detect suspicious processes on your system will become ineffective [25]. Hence, it is important that introspectors are separate from the introspected system, i.e., the integrity of the entity performing the security introspection should be verifiable independently from the introspected system.

b) Managing Introspection at Cloud-Scale: It is essential to keep the operational and maintenance cost associated with security assessment in clouds to a minimum. In the existing agent-based approach, a separate instance of security software is required to be installed on every server. The complexity of managing them is directly proportional to the scale of introspected instances in the cloud. For example, introspecting 10K bare-metal instances would require to manage the same number of agents, and the management complexity would worsen even further if several virtual machines were running on each of the bare-metal instances. Common-routine administrative tasks such as monitoring the health of agents, collection of assessment reports, and rolling of agent updates to all servers become challenging in this approach as the scale grows. Furthermore, when operating at a cloud-scale, the networking between introspected systems and the reporting center becomes more complex as well. Therefore, there is a need for a solution wherein the instances in the cloud can scale independently, and the cost of implementing their security introspection can be contained and managed efficiently.

c) Non-intrusive Introspection: Periodic introspection should not have an impact on the performance of the workloads running on the introspected systems. Agent-based solutions require the co-location of the agent with the running workloads. When the agent periodically executes, it contends with the running workloads for resources, potentially causing jitter in the system and impacting the performance of the running workloads [26]. This impact can be mitigated by either (i) reserving exclusive resources for the agent on each server, or (ii) running introspection when the server is under-utilized. However, both of these approaches have side-effects, since either (i) the reserved exclusive resources for the agent will remain idle when the agent is not running (leading to resource inefficiency), or (ii) there may be large time windows between introspections, and malicious agents can exploit this feature to avoid introspection. It is preferable to employ an introspection mechanism that does not have a performance impact on the workloads running on the introspected systems.

B. Introspection Mechanisms

In this section, we present an overview of some of the well-known introspection mechanisms. They can be broadly classified into two categories:

a) Vulnerability Detection: Vulnerabilities are weaknesses that can be exploited by a malicious entity to perform unauthorized actions. Heartbleed (OpenSSL-based) [27], Shellshock/Bashdoor (Unix Bash shell-based) [28], and GHOST (Linux glibc-based) [29] are examples of the most infamous software vulnerabilities seen over the last decade. Various tools such as FlawFinder [30], RATS [31], ITS4 [32], and Foster [33] have been developed to detect software vulnerabilities. These tools employ techniques such as pattern matching, lexical analysis, data flow analysis, taint analysis, model checking, fault injection, fuzzing testing, etc., to detect vulnerabilities [34].

b) Malware Detection: Malware is an ill-intentioned software designed to conceal its identity and cause damage to the computer system that it runs on. Types of malware include Viruses [35], Rootkits [36], Keyloggers [37], etc. Tools such as \texttt{chkrootkit} (for detecting the presence of Rootkits) [38], Linux Malware Detect (Linux system scanner to detect threats in shared hosted environments) [39], and ClamAV (an antivirus engine for detecting trojans, viruses, etc.) [40] are examples of well-known malware detection tools. Such tools employ techniques like anomaly-based detection, specification-based detection, and signature-based detection to identify the existence of malware in a system [41].

Since there exist different tools and mechanisms to introspect for various software related security issues, we designed
NSI such that it is compatible with different existing introspection mechanisms.\(^4\) NSI’s default introspection mechanism performs vulnerability detection. When evaluating NSI, we demonstrate its compatibility with rootkit analysis and virus scan mechanisms. (See Section IV for details.)

C. Related Work

With the increase in the number, complexity, and code-base size of deployed software systems, the number of threats that can lead to security breaches increased as well [42], [43], [44]. Thus, introspection has become a key requirement for organizational IT deployments in cloud settings [1], [13], [45], [46], [47], [48], [49], [50], [51] and large-scale introspection systems have been developed to address these requirements.

Introspection systems can be classified into two types: Agent-based and Agentless introspection systems. In agent-based introspection systems, the introspection agent/software runs on each server and the agent periodically executes the desired introspection mechanisms (e.g., ClamAV [40], chk-rootkit [38], Linux malware detect [39], etc.) on the server to forward the introspection results to a centralized statistics collection system. Amazon Inspector [1], IBM BigFix [52], Symantec Endpoint Protection [53], and Tanium Threat Response [54] are examples of agent-based introspection systems.

Agent-based introspection has a number of drawbacks such as being amenable to intrusion and creating interference, and these issues have been previously reported in connection with production deployments [26]. For virtual machines and containers, agentless introspection systems such as OpVis [13], Anchore [55], Clair [56], AquaSec [57], and Twistlock [58] have been proposed to overcome these drawbacks. These solutions exploit the non-intrusive capabilities available in virtualized/containerized systems that enable snapshotting of the target file-systems/images. Specifically, the open-source tool OpVis [13] snapshts virtualized instances at the host-level and introspects the snapshots using filesystem tree introspection techniques such as Columbus [59]. Anchore [55] and Clair [56] use image-scanning capabilities to introspect container images. AquaSec [57], and Twistlock [58] offer proprietary agentless container introspection solutions.

There exist a few studies that focus on agentless introspection of bare-metal servers that are provisioned to Storage Area Network (SAN) targets. Banikazemi et.al. [9] proposes intrusion detection techniques at the SAN target level. Unfortunately, the introspection they do at the SAN-level leads to interference within the SAN controller’s I/O path [10]. IDStor [10] avoids this problem through a network-based intrusion detection approach. It intercepts every iSCSI request between the server and the SAN target, re-creates the filesystem state identifying an inverse mapping between blocks and the inodes of files (external to the SAN), and introspects the re-created filesystem state. However, it cannot detect threats caused by software that has not yet been accessed by the server. Moreover, IDStor approach is not sustainable as it requires developing special-purpose software to identify block-inode inverse mapping for every filesystem type. Unlike these approaches, the NSI design separates the image-control and introspection services and thus avoids interference. Furthermore, it can view the entire filesystem, and can detect vulnerabilities located in the unused parts of the image. Finally, NSI is not specific to SAN solutions, which require specialized hardware to operate.

D. Enabling Technologies

a) Data center resource disaggregation: The advances in data center networking capabilities (such as the common use of 10-40 Gbps NIC’s on hosts, full bisection networks, improved Ethernet latency, redundant network switches, higher network bandwidth, link aggregation on bare-metal instances to handle failures [20], [60], etc.) have led to an ongoing paradigm shift towards data center resource disaggregation. By fabricating the same system resource-types on standalone blade servers that are interconnected via a network fabric, high-capacity, low-overhead disaggregated services can be offered [61]. Prominent examples includes, growing preference to use a distributed remote storage over local-disk solutions for storage for reasons of reliability, cost and scalability [21], [62], [63], [64], ability to improve aggregate resource usage [65], etc.

b) Unified system for instance provisioning and image management: So far, such disaggregations were primarily limited to virtualized systems and were not considered for bare-metal instances. However, solutions such as M2 [17], [66], Bolted [18], OpenStack-Ironic [67], etc., exploit the above-mentioned technological advancements and offer rapid bare-metal provisioning in a fashion similar to virtual-machine provisioning. The bare-metal instances are provisioned from remote disks stored on distributed storage. Due to the aforementioned technological advances, they deliver comparable performance to applications that run over locally mounted disks [17], [68]. Furthermore, they offer image management functionalities such as rapid snapshotting and cloning for the bare-metal instance images. The advent of these systems has exemplified the possibility of a general-purpose provisioning

\(^4\)NSI is compatible with introspection mechanisms for which access to the filesystem is sufficient to detect threats.
III. NSI OVERVIEW

This section presents an overview of NSI’s design, components, and workflow; and our prototype implementation. We also briefly discuss some of the other use cases that can be addressed using the proposed design.

A. Design Philosophy

The key goals of NSI are: (1) to enable non-intrusive software introspection in the cloud; (2) the introspection solution should be agnostic to cloud instance type (i.e., virtual machine or bare-metal); and (3) cloud providers should be able to support security-sensitive tenants. These goals have a number of implications in NSI’s design. Fig. 2 presents a high-level overview of the proposed non-intrusive introspection.

NSI relies on diskless provisioning of cloud instances to access the state of the provisioned software stack. By doing so, NSI is not required to execute an agent on the introspected bare-metal instance or the host (in the case of virtual machines). Furthermore, using the feature-set offered by today’s modern distributed storage systems, NSI can discreetly create lightweight read-only clones of the current software stack, which can be accessed remotely without interfering in the I/O path of the remotely provisioned instance. The read-only clone can be mounted remotely and be introspected non-intrusively – irrespective of the instance-type. Modern distributed storage implementations expose block device interfaces for operations such as lightweight cloning, remote mounting, etc. By provisioning instances in a diskless manner, tenants workloads are decoupled from the software stack, opening the possibility for discreetly snapshotting the current state of the software stack and performing out-of-band introspection on the latest snapshot. Thus, while performing periodic introspection, NSI avoids any performance impact on the workloads executing on the introspected instance. NSI opts for a microservice-based architecture for software introspection to enable independent control and management of different components required for software introspection. Tenants can either rely on the provider to implement all these components or bring in their own implementation of a particular component. Tenants can also set up their own introspection servers to perform introspection on volumes encrypted by tenant-controlled keys, avoiding having to trust the provider; the only capability this requires is to ensure that the tenant has a way of mounting her own volumes.

B. Components and Workflow

NSI consists of four microservices. Fig. 3 presents the workflow design for NSI between the four microservices: (a) Provisioning Service, (b) Image Management Service, (c) Introspection Service, and (d) Orchestration Service.

1) Provisioning Service: This service provisions cloud instances from the remote-mountable image disks made available by the Image Management Service. For newly provisioned instances, the service calls the Image Management Service to create a new host image, and then the cloud instance is provisioned from that host image. A server can be released by a tenant, and later the tenant can restart the server by pointing it to the same image. We call this re-provisioning. If the instance is being re-provisioned, the Provisioning Service uses the existing image hosted at the Image Management Service for re-provisioning.

2) Image Management Service: This service hosts the remote-mounted images for cloud instances and provides APIs to rapidly snapshot or clone a provisioned cloud instances’ image. The remote provisioning service heavily relies on the image management service to perform its activities, but NSI mainly uses the cloning capabilities of this service to clone the host image of the instance to be introspected.

3) Introspection Service: This service first mounts a clone (lightweight snapshot) created by the Image Management Service for the instance to be introspected, mounts the clone as a standard filesystem, and then scans the mounted image to check for vulnerabilities. It maintains a database of known vulnerabilities. This database is populated and periodically updated by querying vulnerability databases (open- or close-source based on availability). The introspection service can run rootkit analysis and/or software vulnerability analysis over the mounted volume. For security-sensitive tenants, this service should also have a mechanism to manage secrets (encryption keys) to be used when mounting encrypted disks. We note that introspection operations that need memory analysis are not immediately supported with this design.

4) Orchestration Service: This service controls the remote introspection workflow among the different components. It also offers an interface for tenants to introspect the instance they own. Tenants can submit requests to this interface for introspecting the instance they control. This allows them to control and change the introspection periodicity on demand, and hence it allows them to control the cost of introspection of their instance.

As shown in Fig. 3, when performing a remote introspection, the Orchestration Service: (1) creates a clone of the
provisioned instances’ remote disk via the Image Management Service; then (2) mounts the filesystem present on the clone; and (3) invokes the Introspection Service to perform vulnerability analysis on the mounted image. Finally, (4) it collects the vulnerability analysis results and reports the data back to the tenant that initiated the introspection.

C. Extended Scope

NSI is an extensible system that can be used to support the enforcement of various Security and Compliance Industry Standards. This includes government regulatory standards like FedRAMP [69], NIST [5], and other industry standards like PCI-DSS [70], Center for Internet Security (CIS) [71]. These are IT/Cloud standards required across Financial, Payment Card industries. While we believe many of these requirements can be implemented on top of NSI, in the scope of the paper, we discuss two specific requirements that can be satisfied by our system.

a) Configuration Analytic: Software misconfiguration has been a major source of availability, performance, and security problems. In a virtualized and multi-tenant cloud environment, it is non-trivial to ensure correctness when configuring and cross-configuring such components. Moreover, configuration checks are also part of the different regulatory compliance obligations [71] [5] [69]. There are existing agent-based solutions [52] [72] to facilitate configuration management for VMs and bare-metal systems, and there are also agentless solutions [73] [74] [75] for containers. The unique storage dis-aggregation framework in NSI allows us to bring agentless configuration analytic capabilities for VMs and bare metals to scans application and system configuration settings to test them for compliance and best-practices adherence from a security perspective.

b) Integrity Assurance: Another critical security capability for the system is to identify the tampering of critical system management artifacts. These artifacts include configuration files, credentials, secrets-keys, or any other confidential data from your system. This is again regulated under the Chapter 11.5 of PCI-DSS standard. By periodically introspecting the system state and comparing it to the previous state(s), we can identify the file modifications in the system. These file modifications are further semantically analyzed to determine higher-level user action causing the change. For example, if we identify “/etc/passwd” and “/etc/shadow” files are modified, by comparing the content change, we can determine user add/remove action in the system. These changes are then compared against whitelisted actions to realize if unauthorized actions are triggered in the system. State-of-art integrity assurance solutions requires an active monitoring agents like inotify or auditd into system. Operating these agents in context has proven to be detrimental to the application performance. The agentless framework in NSI can be very efficiently leveraged to provide the integrity compliance assurance for VMs and bare metals.

D. Prototype Implementation

Since NSI follows a service-based approach, it allows administrators to replace the solutions used for any of the underlying services with the solutions that they prefer.

In our implementation, we employed M2 [17] as the Provisioning Service, and M2 in conjunction with Ceph [76] as the Image Management Service. M2 is an open-source, multi-tenant, diskless provisioning service. It provisions instances to a remote disk residing on an image store backed up by a distributed file system, and uses the Hardware Isolation Layer [77] tool to isolate the provisioned servers. In our implementation, images of the instances provisioned by M2 reside in Ceph. M2 employs an iSCSI-based [78] network-booting [79] approach to provision instances. We used the Linux SCSI Target Framework (TGT) [80] for iSCSI-based network booting.

Ceph is an open-source storage platform that implements a highly reliable and scalable object storage on a distributed cluster. M2 uses Ceph’s block storage interface for managing and snapshotting instance disk images.

For the Introspection Service, we extended M2 to support software introspection. This implementation maintains a database of software vulnerabilities populated using Canonical Ubuntu Security Notices [81]. Inherently, it uses IBM’s open-source agentless crawler (IASC) [82] for scanning snapshots. IASC crawls through the filesystem tree present on a snapshot and generates frames corresponding to different OS and software package details. IASC stores the generated frames in a JavaScript Object Notation (JSON) [83] file. The vulnerability detection component of the Introspection Service then reads each frame and compares them against the blacklist present in the pre-populated database. After comparing each frame against the database, a list of vulnerabilities is generated and returned to the Orchestration Service. We are working on upstreaming the Introspection Service to M2. Note that our introspection implementation can be extended with other vulnerability detection services such as chkrootkit [38], OS-CAP [84], or Linux Malware Detect (LMD) [39].

We also implemented our own Orchestration/Coordination Service, which coordinates among the services for introspection. It is implemented as a RESTful web-service [85]. Upon receiving an introspection request for a server, the Orchestration Service first creates a snapshot of the server’s disk image, then maps the snapshot as a block device using Ceph’s block device interface, followed by mounting the block device to a target directory. Now that the snapshot has been mounted for introspection, the Orchestration Service invokes the Introspection Service, passing the path to the target directory as an argument. After the Introspection Service returns the list of vulnerabilities, the Orchestration Service returns that list as the response to an introspection request.

It is also possible to periodically query other open-source databases maintained by various non-profit organizations such as Mitre Corporation’s Common Vulnerabilities and Exposures [4], National Institute of Standards and Technology’s National Vulnerability Database [5], etc., and update the vulnerability database.
Before returning the list of vulnerabilities, the Orchestration Service also cleans up the state, i.e., it unmounts the mapped block device, unmaps the disk image snapshot, and deletes the snapshot.

IV. EVALUATION

In this section, we evaluate NSI. We first present the experimental setup. We then analyze NSI and its service’s runtime under an increasing load. We then present the end-to-end introspection times of different vulnerability analysis mechanisms. Finally, we present the performance impact of introspection via NSI on workloads running on the introspected bare-metal servers.

A. Experimental Setup

To evaluate NSI, on-demand bare-metal instances from the Massachusetts Open Cloud [86] were used. The bare-metal instances used during the evaluation have two 8-core Intel(R) Xeon(R) CPU E5-2650 v2 @2.60GHz (32 hyper-threaded cores), 64GB RAM and two dual-port 10 Gigabit Intel 82599 NIC’s. All of the bare-metal servers to be introspected were running the RHEL 7.5 OS (provisioned from a 50GB base image). The servers had no local disks attached and the application data was stored on NFS drives mounted on the bare-metal servers which was not being introspected.

A three-node 98 TB Ceph storage cluster with 27 OSD’s and 10 Gbit external and internal NIC’s was used as the Image Management Service. Each experiment presented from here on is repeated five times, and the average of the five values is plotted. For all the experimental results presented in this section, none of the NSI components (responsible for introspection) were running on the introspected bare-metal instance. Therefore, the performances of applications running on the introspected bare-metal instances are not affected – irrespective of their compute intensities.

B. Runtime Analysis of NSI and its Components

In this section, we present an analysis of NSI and its components’ runtimes. For these analyses, two different VM configurations are used to host the Provisioning Service, Image Management Service client, Introspection Service, and Orchestration Service. These VMs run CentOS 7.4. The first configuration (VM1) had 32 vCPUs and 64 GB RAM allocated, whereas the second configuration (VM2) had 4 vCPUs and 4 GB RAM allocated. No workloads were running on
the bare-metal servers while they were being introspected. Note that the reason to conduct this experiment with two VM configurations is to provide insight to tenants operating at different scales. For example a tenant operating at a small scale should not worry about reserving many resources for introspection; whereas a tenant operating at a larger scale should be able to estimate the amount of resources required to introspect its massive infrastructure.

Fig. 4 presents a runtime dissection of the introspection of a single server across NSI services. As seen in the figure, in total, NSI requires from 7 to 9 seconds to process a single introspection request when deployed on VM1 and VM2, respectively. In both configurations, the introspection time is dominated by the Introspection and Image Management Service times, with the Orchestration Service taking the least amount of time.

Fig. 5 presents how the runtime of NSI and its services behave as the number of concurrent introspection requests issued to them is increased from 1 to 32. Fig. 5a shows the total introspection time of NSI under different numbers of concurrent introspection requests, whereas Figs. 5b, 5c, and 5d show the time consumed by the Image Management, Introspection, and Orchestration Services, respectively.

As seen in Fig. 5a, the time to process introspection requests is almost flat initially but starts to increase when trying to process more concurrent requests (8 in the case of VM1, and 4 in the case of VM2). As the number of concurrent requests increases, the runtime increase in the Image Management Service is more prominent. This increase is due to the increased network communication overhead between the Ceph client and the Ceph cluster. As seen in Fig. 5a, even for VM2 with 32 concurrent requests, the introspection time is less than 40 seconds, indicating that NSI can be deployed with modest resource requirements in production systems with a large number of servers that need to perform fast introspection. Also, the runtime differences between VM1 and VM2 indicate that NSI can benefit from vertical scaling – especially when the number of expected concurrent requests increase. Fig. 6 shows the cumulative network traffic between ceph client and ceph cluster when processing single introspection request. It was observed that while processing a single introspection request, ~75 MBs and ~3MBs data was received (rx) and transmitted (tx) respectively between the Ceph Client and Ceph Cluster.

Note that the communication between the Ceph client and the backend (i.e. the Image Management Service) causes the increase in end-to-end introspection time. The memory bandwidth is much higher than the network bandwidth and the blocks are fetched on-demand, thus memory bandwidth is not increasing the end-to-end introspection time. The Ceph client and backend are deployed with vanilla settings in our modest setup. Parameters for enabling read-ahead, minimum active clients, client-side caching, etc. were left unmodified/untouched. This can be one of the reasons why there was an increase of 5 seconds as the number of concurrent requests handled by the Image management Service increases from 16 to 32.

With the above results at hand, now let’s consider an example for where we want to check for vulnerabilities in the kernel and installed software packages for a typical Borg cluster consisting of 10K bare-metal servers [24]. As shown in Fig. 5a, it takes ~22 seconds to concurrently process 32 such requests with VM2, which indicates that a server with the same CPU-cores and memory can process ~436 such requests every 5 minutes. Therefore, to introspect 10K servers every 5 minutes for basic vulnerabilities, 23 such servers should suffice. Furthermore, the network bandwidth usage to process each request (i.e., Fig. 6) shows that a 10 Gbps NIC should be sufficient for such an introspection server.

C. Different Introspection Mechanisms

Fig. 7 presents the Software Introspection, Rootkit Analysis, and Virus Scan introspection times while running various workloads on the introspected server. The basic Software Introspection scans for vulnerable OS and...
software packages on a server. The Rootkit Analysis checks for the presence of rootkits using the chkrootkit [38] software tool. A rootkit is a software program that tries to gain unauthorized access to the system without being detected. The Virus Scan Emulation emulates the behavior of anti-virus software, i.e., to scan the contents of the entire filesystem. The content scan option of IBM’s Agentless System Crawler [82] was used for this experiment.

In Fig. 7, the three introspection mechanisms were applied while the servers were running six different applications: the MySQL [87] database server; the K-means clustering and LavaMD n-body simulation applications from the Rodinia benchmark suite [88]; the Apache web server [89]; and the Embarrassingly Parallel (EP) and Conjugate Gradient (CG) applications from the NASA Advanced Supercomputing Parallel Benchmark (NPB) suite [90] (class C). In this experiment, the applications were configured to use all of the 32 hyperthreaded cores available on the bare-metal server. The Sysbench [91] and ApacheBench [92] benchmarking tools were used to generate workloads for the MySQL database server and Apache web server, respectively. Both benchmarks were running on the introspected bare-metal instances during the experiments. NSI was running on a VM2 configuration.

As expected, the time taken to introspect a server with different introspection mechanisms varied a lot, since the different introspection mechanisms were performing significantly different analyses on the filesystem. As seen in Fig. 7, the time taken to introspect a server was similar across applications. The slight introspection time variance observed was due to the differences in installed software and filesystem content across different applications. Note that as the perturbations across different applications are minor, we can estimate the resources we need for the introspection with high confidence; if it varied by a lot for different workloads, such estimate would have been difficult.

NSI’s Introspection Service (presented in Section III-D) was used for detecting vulnerable OS and software packages.

D. Impact of NSI on Application Performance

We studied the impact of periodic agentless introspection on a single application when running with different application intensities and on different applications. In both cases, the server was introspected three times during the lifetime of each application and at an interval of one minute. Introspection of each application started after the bootstrap of that application, and application runtimes averaged around three minutes. VM2 configuration was used to host NSI services, and the applications and benchmarking tools used were the same as those presented in Section IV-C.

Fig. 8 presents the MySQL database server’s OnLine Transaction Processing (OLTP) throughput (Transactions-Per-Second (TPS)) for two cases (with and without introspection) as the number of MySQL server threads were varied from 1 through 32. The first case (circles with dashed red line) presents the recorded TPS when the bare-metal server was
not introspected and the second case (triangles with dashed blue line) shows the TPS when the bare-metal server was periodically introspected. As seen in the figure, the two lines match perfectly and there is no visible degradation in the OLTP throughput due to introspection.

Figs. 9 and 10 respectively present the impact of agent-based and agentless introspection on application performance. For both figures, the reported performance percentages are normalized against the application performance observed when there is no introspection. For Fig. 9, introspection mechanisms presented in Section IV-C are installed as agents on the bare-metal servers and they are again configured to periodically introspect the servers three times during the lifetime of each application and at one-minute intervals.

As seen in Fig. 9, agent-based introspection causes up to 12% performance degradation. On the other hand, as seen in Fig. 10 agentless introspection has negligible impact on the application performance.

V. CONCLUSION

In this work, we proposed a general-purpose approach for non-intrusive software introspection, NSI, and presented its design and prototype implementation. NSI assumes that cloud instances are provisioned to remote virtual drives. By introspecting snapshots of these boot drives, NSI (i) mitigates the issue of trusting a potentially compromised agent during vulnerability analysis, (ii) eases the management of introspection by performing introspection through a centralized service instead of at each node, and (iii) provides a noninvasive introspection mechanism for bare-metal servers that does not impact their performance.

Our experimentation shows that NSI has negligible introspection overhead on the application performance, whereas agent-based systems can lead up to 12% performance degradation in application performance. Through NSI’s prototype implementation and experimentation we demonstrate (a) how trivial it is to add non-intrusive introspection capability to an existing diskless provisioning infrastructure, (b) resources we need to dedicate for a general-purpose non-intrusive introspection are modest, (c) ease of scaling-up and scaling-out in the cloud, (d) non-intrusiveness of NSI, and (e) that NSI provides a noninvasive introspection mechanism for bare-metal servers that does not impact their performance.

Our experimentation shows that NSI has negligible introspection overhead on the application performance, whereas agent-based systems can lead up to 12% performance degradation in application performance. Through NSI’s prototype implementation and experimentation we demonstrate (a) how trivial it is to add non-intrusive introspection capability to an existing diskless provisioning infrastructure, (b) resources we need to dedicate for a general-purpose non-intrusive introspection are modest, (c) ease of scaling-up and scaling-out in enterprise and cloud-scale deployments, and (d) how tenant’s can minimize trust in the provider for introspection.
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