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SUMMARY

We attempt to measure the amount of work inherent in the task of computing a given computable (recursive) function. A notion of degree of difficulty of computing a function is introduced and studied. The notion is invariant in the sense that it is independent of the idealized computers (Turing Machines) used for computing the functions in question. Applications are made to the classification of solvable decision problems (recursive sets) according to relative difficulty.
DEGREE OF DIFFICULTY OF COMPUTING A FUNCTION
AND A PARTIAL ORDERING OF RECURSIVE SETS

Michael O. Rabin

INTRODUCTION

The operation called "middle-squaring" is sometimes used for the generation of random digits. Let \( p \) be an integer having \( k \) digits in decimal notation, \( m(p) \) is defined to be the \( k \) digit integer forming the middle section of \( p^2 \) (which is a \( 2k \)-digit); in case the middle section of \( p^2 \) starts with the digit 0, \( m(p) \) is the \( k \) digit integer obtained from the middle section by changing the first digit into a 1. Let \( m^{-1}(n) \) be the smallest integer \( p \) for which \( m(p)=n \) and 0 if no such \( p \) exists. The only known method for computing \( m^{-1}(n) \), where \( n \) is a \( k \) digit integer, is to calculate one by one all the \( 9 \cdot 10^{k-1} \) values \( m(10^{k-1}), m(10^{k-1}+1), \ldots, m(10^k-1) \), and thereby find the smallest \( p \) (if it exists) for which \( m(p)=n \). If we compare the function \( m^{-1} \) with the function \( d(n)=2n \) we thus feel that \( m^{-1} \) is considerably more difficult to compute than \( d \).

The question at once arises how could one assign a precise meaning to the notion "\( f \) is more difficult to compute than \( g \)?" This question breaks naturally into two parts. First, for a given function \( f \) and a given computation of a function value \( f(n) \), we want to express, prefer-
ably by means of a number, the amount of difficulty involved in that
computation. The computation of the value \( y = f(n) \) may be considered
as a proof, in some formal system, of the formula \( f(n) = y \); thus what
is needed is a measure on proofs. One could, for example, take the
length of a proof as a measure of its difficulty. Generally, however,
the measure on proofs one would want to use would depend on the methods
or computers he has for constructing proofs. It is conceivable that
the difficulty involved in the construction of a proof by a certain
computer (expressed, say, by the time required by the computer for
the construction) depends not on the length of that proof but on some
other significant feature of the proof. We therefore introduce, in
Section 1, the notion of a measure on proofs axiomatically and do not
use any specific measure in the subsequent development. The results
therefore apply to any measure on proofs satisfying the axioms. Still,
a careful study of measures on proofs would be of great interest on
its own rights and also of importance for the theory of computers and
automata.

Having agreed upon some measure on proofs, how should the notion
"\( f \) is more difficult to compute than \( g \)" (\( g \prec f \)) be defined? The
notion must clearly depend on the overall behaviour of the functions.
Thus \( g \prec f \) if in general it is more difficult to compute \( f(n) \)
than to compute \( g(n) \). Returning to the example of \( d \) and \( m^{-1} \), we
realize that saying that \( d \prec m^{-1} \) because of the fact that with a
certain particular method for computing \( m^{-1} \) it is harder to compute
\( m^{-1} \) than to compute \( d \), is not justified. It is possible (though
improbable) that there exists some algorithm for computing \( m^{-1}(n) \) which is, in general, simpler than the computation of \( d(n)=2n \). To get an adequate invariant definition for \( g \prec f \) we must therefore consider all possible algorithms for computing \( f \). The definition of \( g \prec f \) as well as the main theorems concerning this relation are contained in Section 2.

The most general notion of an algorithm existing in the literature is that arising from Post Systems \( [3, 152-169] \). A Post system \( L \) consists of a finite set of symbols \( a_1, \ldots, a_n \), called the alphabet of \( L \); a finite set of words \( A_1, \ldots, A_m \) on this alphabet, called the axioms of \( L \); and a finite set of production rules of the form

\[
\sigma_{11} P_{11} \sigma_{12} P_{12} \cdots P_{1k_1} \sigma_{1k_1} \\
\vdots \\
\sigma_{r1} P_{r1} \sigma_{r2} P_{r2} \cdots P_{rk_r} \sigma_{rk_r}
\]

produces \( \tau_1 P_1 \tau_2 P_2 \cdots \tau_s P_s \tau_{s+1} \), where the \( \sigma_{ij} \) and \( \tau_i \) are fixed words, the \( P_{ij} \) are variable words and \( P_1, \ldots, P_s \) are a subset of the words \( P_{ij} \). The notions of a proof of \( L \) and theorem of \( L \) are now defined in the usual way. All our results will be stated in terms of Post systems but they remain true for any other notion of algorithm.

By the decision problem of a set \( S \) of integers we mean the problem of deciding for each integer \( i \) whether \( i \in S \). This terminology conforms to
that of Post's article [2] but differs from the terminology of Tarski [4]. The decision problem of $S$ is called solvable if $S$ is recursive. The notions and results of Section 2 now enable us to order solvable decision problems according to their relative degree of difficulty (Section 3). Stronger results are obtained for the case of primitive recursive sets. Whereas in Post's ordering by means of recursive reducibility all recursive sets are lumped into one class, a whole spectrum of classes of recursive, and even primitive recursive, sets is obtained under the ordering defined here. Further research will be needed for determining the exact form of the partially ordered system obtained by our ordering relation.

In Section 4 the results about ordering of solvable decision problems according to degree of difficulty are applied to proving that certain Post systems are undecidable.

1. MEASURES ON PROOFS AND LENGTH OF COMPUTATION FUNCTION.

Definition 1. A function $m(L,P)$ defined for pairs $L,P$, where $L$ is a Post system and $P$ is a proof of $L$, and assuming integral values, will be called a measure on proofs if the following conditions are satisfied. (a) $m$ is primitive recursive. (b) Given a system $L$ and a number $n$ there is only a finite number $\gamma(L,n)$ of proofs $P$ of $L$ such that $m(L,P) \leq n$. (c) The function $\gamma(L,n)$ is
primitive recursive.

**Remark.** 1. Strictly speaking the function $m$ depends not only on the proof $P$ but also on the Post system $L$ in which $P$ is a proof. The same string $P$ of words may be a proof with respect to two different systems $L_1$ and $L_2$ and it is possible that $m(L_1, P) 
eq m(L_2, P)$. Still, when there is no danger of confusion we shall drop the reference to $L$ and simply write $m(P)$.

An immediate consequence of the above requirements is the following

**Lemma.** If $m$ is a measure then there exists an effective recursive procedure whereby when given a system $L$ and a number $n$ it is possible to find all proofs $P_1, \ldots, P_k$ $(k = §(L, n))$ of $L$ for which $m(P_i) \leq n$.

**Example 1.** The length $l(P)$ of a proof (i.e. the number of words in the sequence $P$) is a measure on proofs. It is not hard to verify that condition (a)-(c) are satisfied by this function.

**Example 2.** Taking the length as a measure on proofs is motivated by the model of a procedure for constructing proofs in which the various steps are taken in linear order one at a time. But we might conceive of a procedure or a computer which can perform several operations simultaneously. A computer may possess facilities for drawing in one step several immediate consequences from a given set of words. In actual cases there will exist an a-priori bound to the number of operations which a given computer may perform simultaneously. For each
bound \( N \) we could define a measure \( m_N \) on proofs which is motivated by the model of computers capable of performing \( N \) operations simultaneously. From our point of view it is, however, more interesting to model a measure on a more extreme assumption, namely that at each stage in the construction of a proof we draw in one step all the necessary immediate consequences from the words already derived. This motivates the following definition.

Let \( P = \Sigma_1, \ldots, \Sigma_n \) be a proof of the system \( L \). Define inductively

\[
S_1 = \left\{ \Sigma_i \mid \Sigma_i \in A \right\}
\]

(where \( A \) is the set of axioms of \( L \)), and in general

\[
S_k = S_{k-1} \cup \left\{ \Sigma_i \mid \Sigma_i \text{ immediate consequence of words in } S_{k-1} \right\}
\]

The number \( d(L,P) \), to be called the depth of \( P \), is now defined as the smallest \( d \) for which \( S_d = P \).

Again it is possible to prove that \( d(L,P) \) is a measure on proofs. Clearly \( d(L,P) \leq l(P) \) for all proofs \( P \). The measure \( d \) is, in fact, a lower bound of all the previously mentioned measures \( m_N \); thus

\[
d(L,P) \leq m_N(L,P) \text{ for all measures } m_N.
\]

In order to fix notations we shall henceforth assume that all Post systems under consideration contain the stroke \( | \) and equality
sign = in their alphabet. The word $\cdots$ consisting of $n+1$ strokes will be referred to as the numeral $\overline{n}$ and denoted by $\overline{n}$.

**Definition 2.** Let $L$ be a Post system and $\omega$ a word on the alphabet of $L$. The pair $(L,\omega)$ is said to compute the function $f$ if for all integers $n,m$

$$L \vdash \omega \overline{n} = \overline{m} \iff f(n) = m.$$ 

We shall usually drop the reference to $\omega$ and simply say that $L$ computes $f$. A function $f$ is computable (recursive) if and only if there exists a system $L$ computing it.

The computation of a function $f$ by a given system $(L,\omega)$ presents a certain amount of work which we would like to measure. This is achieved by the function introduced in the following

**Definition 3.** Let $(L,\omega)$ compute $f$ and let $m$ be a measure on proofs. The length of computation function $F_L(n)$ is defined by

$$F_L(n) = \min_{P \in C} m(L,P), \quad C = \{ P \mid P \text{ proof of } \omega \overline{n} = \overline{m} \text{ in } L \}$$

For a given function $f$ and system $(L,\omega)$ computing it, the length of computation function obviously depends both on $\omega$ and the measure $m$ used. In any given discussion, however, both $\omega$ and $m$ are kept fixed and we simply write $F_L(n)$. 
Remark 2. It is easy to verify that for a given system \( L \) which computes \( f \), the function \( F_L(n) \) is computable. If \( f \) is primitive recursive then there exists a system \((L, \omega)\) computing \( f \) such that \( F_L(n) \) is primitive recursive. Namely, let \( E \) be the system of defining equations for \( f \) constructed according to Kleene's proof that every primitive recursive function is general recursive [1, pp. 262-270]. Let \( L \) be a Post system obtained by a straightforward translation of the formal system consisting of \( E \) and Kleene's rules for deducing equations, into the framework of Post systems (we omit the simple details of this process). For this \( L \) the function \( F_L \) is primitive recursive.

2. THE RELATION \( g \prec f \) AND ITS PROPERTIES.

The task of comparing the respective degrees of difficulty involved in computing two functions is rather delicate. Given two computable functions \( f \) and \( g \) we may choose Post systems \( L \) and \( M \) which compute the functions \( f \) and \( g \) respectively and compare the length of computation functions \( F_L(n) \) and \( G_m(n) \). But this is not adequate because using other Post systems for computing \( f \) and \( g \) may change the outcome of this comparison. The natural way to get an invariant notion depending only on the functions is as follows.

Definition 4. A computable function \( f \) is said to be more difficult
to compute than a computable function \( g \) (in symbols: \( g \prec f \)) if there exists a system \( M \) computing \( g \) such that for every \( L \) computing \( f \) there exists an integer \( n_0 \) for which

\[
(1) \quad n_0 < n \quad \rightarrow \quad F_M(n) < F_L(n).
\]

**Remark 3.** The introduction of \( n_0 \) in the above definition is unavoidable. For it is always possible to "cheat" and for any given \( k \) define a system \( (L, \omega) \) computing \( f \) such that for all \( n \leq k \) the word \( \omega n = f(n) \) is included among the axioms of \( L \). For any natural measure \( m \) on proofs (e.g., the measures of \( l \) and \( d \) of Examples 1-2) we would then have \( F_L(n) = 1 \). Thus \( F_m(n) < F_L(n) \) can not be expected to hold for all \( n \); at best it can hold from a certain integer \( n_0 \) and on.

**Theorem 1.** For all computable functions \( f, f' \prec f \).

The proof is immediate and will be omitted.

**Theorem 2.** If \( g \preceq f \) and \( f \preceq h \) then \( g \preceq h \).

**Proof.** For appropriate systems \( M \) and \( N \) computing \( g \) and \( f \) respectively we have

\[
(2) \quad G_M(n) < F_L(n) \quad \text{for} \quad n(L) \leq n,
\]

\[
(3) \quad F_N(n) < H_K(n) \quad \text{for} \quad n'(K) \leq n,
\]

where \( L \) and \( K \) are arbitrary systems computing \( f \) and \( h \). Taking \( L = N \) we have
(4) $G_M(n) < E_K(n)$ for $\max(n(N), n'K) \leq n$.

Corollary. If $g \preceq f$ then $f \preceq g$.

This follows at once from the previous two theorems.

The relation $\preceq$ expressing the relative difficulty of computation has, in view of Theorems 1–2 and the Corollary, all the properties of a partial ordering. It is not obvious from the start that this partial ordering is non-trivial, i.e. that there are at all functions $f$ and $g$ which are comparable. The following two theorems supply information on this point but actually accomplish much more.

Theorem 3. Let $h$ be a computable function. There exists a computable function $f$ assuming only the values 0, 1 and primitive recursive in $h$ such that for every system $L$ which computes $f$, $h(n) < F_L(n)$ for almost all integers $n$.

Proof. The proof will proceed in two steps. First a weaker result will be established. From this result the desired result will then directly follow.

Let $(L, \omega)$ be a pair consisting of the Post system described in the Introduction and a word $\omega$ on the alphabet of $L$. Define the weight $W(L, \omega)$ of the pair by $(l(\sigma)$ denotes the length of the word $\sigma)$

$$W(L, \omega) = n + l(\omega) + \sum l(A_i) + \sum l(\sigma_{ij} \cdot \sum l(F_{kr})$$

We shall construct a function $f$ assuming only the values 0, 1
and primitive recursive in \( h \) such that for every system \((L, \omega)\)
which computes \( f \), \( h(n) \leq W(L, \omega) + P_L(n) \) for almost all \( n \).

For each \( 0 \leq k \) let us enumerate all pairs \((L, \omega)\) for which
\( W(L, \omega)^=k \) and order them effectively in a finite sequence
\((L_k, 1, \omega_k, 1), \ldots, (L_k, r(k), \omega_k, r(k))\). This can be done by a primitive
recursive procedure which is uniform in \( k \). The function \( r(k) \) giving
the number of pairs of weight \( k \) is primitive recursive. Now we arrange
all these pairs \((L_k, j, \omega_k, j)\), where \( j \leq r(k) \), into a single sequence
\((L_i, \omega_i)\), \( i=1, 2, \ldots \), by ordering the pairs \((k, j)\) of indices
lexicographically. Clearly we obtain an effective, in fact even
primitive recursive, enumeration of all pairs \((L, \omega)\). This enumeration
satisfies

\[
W(L_i, \omega_i)^= k \iff i \leq r(1) + \ldots + r(k).
\]

We now define by induction on \( n \) both the function \( f(n) \) and an
auxiliary sequence of finite sets \( I_0, I_1, \ldots, I_n, \ldots \).
Define \( I_0=\emptyset \). For every \( 1 \leq n \) enumerate all pairs \((L_i, \omega_i)\) for
which \( i \not\in I_{n-1} \) and \( W(L_i, \omega_i) \leq h(n) \). For each such \((L_i, \omega_i)\)
enumerate all the proofs \( P_{ij} \) of \( L_i \) satisfying

\[(5) \quad W(L_i, \omega_i) + m(P_{ij}) \leq h(n) .\]

Let \( i=i(n) \) be the smallest integer satisfying the above conditions
and the further condition that one of the proofs \( P_i(n), j \) of \( L_i(n) \)
is a proof of one of the formulas
(6) $\omega_1^n = \overline{0}$, $\omega_i^n = \overline{1}$.

If just one of these formulas has a proof $P_i(n)$, define $f(n)$ so that the provable formula is $\omega_i^n = \overline{f(n)}$. If both formulas have proofs among the $P_i(n), j$, define $f(n) = 1$. In either case define $I_n = I_{n-1} \cup \{ i(n) \}$.

If for every $i$ satisfying the above conditions there does not exist a proof $P_i$, satisfying (5) which is a proof of one of the formulas (6), define $f(n) = 1$ and $I_n = I_{n-1}$.

The function $f$ is clearly well defined for all $n$, assumes only the values 0, 1, and is primitive recursive in $h$.

Assume now that $(L_i, \omega_i)$ computes $f$ and that for infinitely many integers $p$

(7) $W(L_i, \omega_i) + P_L(p) \leq h(p)$

holds. It is impossible that $i \in I_n$ for some $n$, for this implies that $(L_i, \omega_i)$ does not compute $f$. Since $I_0 \subseteq I_1 \subseteq I_2 \subseteq \ldots$, there exists an integer $s$ such that for $s < q$, the set $I_q$ contains all the integers $j < i$ satisfying $j \in \bigcup_{n} I_n$. Chose an integer $p$ satisfying (7) and $s < p$. The integer $i$ satisfies $i \notin I_{p-1}$ and in virtue of (7) there exists in $L_i$ a proof $P_i k$ of a formula of the form $\omega_i^p = \overline{e}$ where $e$ is 0 or 1 (namely $e = f(n)$).
No integer $j < i$ has these two properties, for otherwise we would have for the smallest integer $j_0 < i$ with these properties, $j_0 \not\in I_{p-1}$ and hence $j_0 \in I_p$, contrary to $s \leq p-1$ and the definition of $s$.

Thus we get $i \in I_p$, a contradiction.

To finish the proof of Theorem 3, apply the preliminary result to the function $h(n) + n$. There exists a function $f$ assuming only the values 0, 1 and primitive recursive in $\tilde{h}(n) + n$ (hence primitive recursive in $h$) such that for every $(L, \omega)$ computing $f$ there exists an integer $n_0 < n \rightarrow h(n) + n < W(L, \omega) + P_L(n)$.

Thus

$$\max(W(L, \omega), n_0) < n \rightarrow h(n) < P_L(n),$$

this completes the proof.

**Theorem 4.** Let $g$ be a computable function. There exists a computable function $f$ assuming only the values 0, 1 which is more difficult to compute than $g$.

**Proof.** Let $M$ be a system computing $g$. The function $G_M(n)$ is computable. Apply Theorem 3 to $h(n) = G_M(n)$.

**Remark 4.** The requirement that $f$ be a function assuming only the values 0, 1 is an important part of the claims of Theorems 3 and 4. If a function $f(n)$ grows very rapidly with $n$ then for certain measures
on proofs the function $P_L(n)$ may grow rapidly with $n$ for every
system $(L, \omega)$ computing $f$. The words $\omega^n = f(n)$ simply
become long and their proofs now involve a large number of steps just
to build these words up from the axioms of $L$. For the measure $L$ on
proofs this would make $P_L(n)$ large for large values of $n$. If, on the
other hand, a function $f$ assuming only the values 0, 1 is more difficult
to compute than a function $g$, then we feel that $f$ is really more complex
than $g$, not merely much larger. The fact that we prove Theorems 3-4
with two valued functions is also essential for the following study of the
relative difficulty of solvable decision problems.

3. ORDERING ACCORDING TO RELATIVE
DIFFICULTY OF SOLVABLE DECISION PROBLEMS

Definition 4. A recursive set $R$ will be said to possess a more
difficult decision problem than a recursive set $S$, in symbols: $S \prec R$,
if for the respective characteristic functions $f_R$ and $f_S$, $f_S \prec f_R$
holds.

Theorem 5. For every recursive set $S$ there exists a recursive set $R$
satisfying $S \prec R$.

Proof. Let $f_S$ be the characteristic function of $S$. By Theorem 4
there exists a function $f$ assuming only the values 0, 1 such that
$f_S \prec f$. Define $R = \{ n \mid f(n) = 1 \}$. The set $R$ is recursive and has
the desired properties.
A stronger result can be obtained for the case that $S$ is a primitive recursive set.

**Theorem 6.** For every primitive recursive set $S$ there exists a primitive recursive set $R$ satisfying $S \subset R$.

**Proof.** The characteristic function $f_S$ of $S$ is primitive recursive. According to Remark 2 there exist a system $L$ computing $f_S$ such that the length of the computation function $F_L$ of $f_S$ is primitive recursive. By Theorem 3 there exists a function $f$ assuming only the values 0, 1 and primitive recursive in $F_L$, satisfying $F_L \prec f$. The set $R = \{ n \mid f(n) \}$ is clearly primitive recursive and satisfies $S \subset R$.

**Example 3.** Taking $S$ to be the set $P$ of all primes, there exists a primitive recursive set $R$ such that its decision problem is more difficult than that of $P$. 
4. AN APPLICATION TO UNDECIDABILITY OF POST SYSTEMS

Theorem 3 may be generalized in the following way.

**Theorem 7.** Let \( p(n,m) \) be a recursive function. There exists a computable function \( f \) assuming only the values 0, 1 such that for every system \( L \) computing it and for every fixed integer \( m_0 \)

\[
(\delta) \quad p(n,m_0) < F_L(n) \quad \text{for almost all integers } n.
\]

**Proof.** Define

\[
h(n) = \sum_{k,m \leq n} p(k,m).
\]

The function \( h \) is recursive. For every \( m_0 \), we have that \( p(n,m_0) \leq h(n) \) for all \( n \geq m_0 \). Now apply Theorem 3 to \( h \).

In [4, p. 49] Mostowski Robinson and Tarski generalize Gödel’s argument to prove that every formal theory in which all recursive functions are representable is essentially undecidable. It turns out that an even stronger result holds for arbitrary Post systems. Thus the above mentioned theorem does not really depend on the availability of logical machinery in the formal theories with respect to which it is formulated.

**Theorem 8.** Let \( L \) be a Post system such that for every recursive set \( S \) there exists a word \( \omega_S \) on the alphabet of \( L \) such that \( (L, \omega_S) \) computes the characteristic function of \( S \). The system \( F \) is undecidable.
Proof. Assume to the contrary that $F$ is decidable. The function $p(G)$ from the set of all words on the alphabet of $L$ into integers defined by $p(G)=k$ if $\vdash_L G$ and

$$k=\min \{m \mid (L,P) \text{ is a proof of } G \},$$

and $p(G)=0$ if $G$ is not a theorem of $L$, is computable.

Let $g$ be a fixed Gödel numbering of all words on the alphabet of $L$ assuming all integers as values. Define a function $p(n,m)$ by

$$g(\omega)=m \rightarrow p(n,m)=p(\omega \bar{n}=1)+p(\omega \bar{n}=G).$$

Let $f$ be the computable function whose existence is guaranteed by Theorem 7. Let $S=\{n \mid f(n)=1\}$ be the recursive set having $f$ as characteristic function. Denote $g(\omega_S)=m_0$. The pair $(L,\omega_S)$ clearly computes the function $f$. By the definition of the length of computation function $F_L$ and by (9) and (10) we have

$$F_L(n) < p(n,m_0)$$

for all $n$, contrary to (8). Thus $L$ is undecidable.

Remark 5. Our proof actually shows that for every decidable system $L$ there exists a recursive set $S$ with a decision problem which is more difficult than all decision problems of all recursive sets representable in $L$. 
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