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Statistical Generative Models  

2!

Grover and Ermon, DGM Tutorial 

Prior Knowledge!

+!

Learning!Data!
!

Sampling from p(x) generates new images:!

Image x! probability p(x)!
A probability 
distribution!

p(x)!

Model family, loss function, 
optimization algorithm, etc.!
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Unsupervised Learning!

Non-probabilistic Models!
Ø  Sparse Coding!
Ø  Autoencoders!
Ø  Others (e.g. k-means)!
!

Explicit Density p(x)!

Probabilistic Generative) 
Models!

Tractable Models!
Ø  Mixture of Gaussians!
Ø  Autoregressive Models!
Ø  Normalizing Flows!
Ø  Many others!

Non-Tractable Models!
Ø  Boltzmann Machines!
Ø  Variational 

Autoencoders!
Ø  Helmholtz Machines!
Ø  Many others…!

Ø  Generative Adversarial 
Networks!

Ø  Moment Matching 
Networks!

Implicit Density!



Talk Roadmap 
�  Fully Observed Models!
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�  Undirected Deep Generative Models!
�  Restricted Boltzmann Machines (RBMs), !
�  Deep Boltzmann Machines (DBMs)!

�  Directed Deep Generative Models!
�  Variational Autoencoders (VAEs)!
�  Normalizing Flows!

�  Generative Adversarial Networks (GANs)!



Autoencoder 

5!

Encoder Decoder 

Input Image!

Feature Representation!

Feed-back,!
generative,!
top-down!
path!

Feed-forward, !
bottom-up!

�  Details of what goes insider the encoder and decoder matter!
�  Need constraints to avoid learning an identity. !



Autoencoder 
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z=σ(Wx) Dz 

Input Image!

Binary Features z!

!
Decoder filters D!
Linear function!

Encoder filters W.!
Sigmoid function!
!



Autoencoder 
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z=σ(Wx)!Dz!

Input Image!

Binary Features z!
�  An autoencoder with D inputs, D outputs, 

and K hidden units, with K<D!

�  Given an input x, its reconstruction is given 
by: !

Encoder!Decoder!



Autoencoder 
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z=σ(Wx)!Dz!

Input Image!

Binary Features z!
�  An autoencoder with D inputs, D outputs, 

and K hidden units, with K<D. !
�  If the K hidden and output layers are linear, 

the hidden units will span the same space as 
the first k principal components!

�  We can determine the network parameters W and D by minimizing the 
reconstruction error: !



Deep Autoencoder 
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Deep Autoencoder 

10!

�  25x25 – 2000 – 1000 – 500 – 30 autoencoder to extract 30-D real-valued codes for 
Olivetti face patches. !

�  Top: Random samples from the test dataset!
�  Middle: Reconstructions by the 30-dimensional deep autoencoder!
�  Bottom: Reconstructions by the 30-dimentinoal PCA. !



Deep Autoencoder: Information Retrieval  

11!

�  The Reuters Corpus Volume II contains 804,414 newswire stories (randomly split into 
402,207 training and 402,207 test)!

�  Bag-of-words” representation: each article is represented as a vector containing the 
counts of the most frequently used 2000 word!

Legal/JudicialLeading          
Economic         
Indicators       

European Community 
Monetary/Economic  

Accounts/
Earnings 

Interbank Markets

Government 
Borrowings 

Disasters and 
Accidents     

Energy Markets



Talk Roadmap 
�  Fully Observed Models!
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�  Undirected Deep Generative Models!
�  Restricted Boltzmann Machines (RBMs), !
�  Deep Boltzmann Machines (DBMs)!

�  Directed Deep Generative Models!
�  Variational Autoencoders (VAEs)!
�  Normalizing Flows!

�  Generative Adversarial Networks (GANs)!



�  Density Estimation by Autoregression!

Fully Observed Models 

NADE (Uria 2013), MADE (Germain 2017), MAF 
(Papamakarios 2017), PixelCNN (van den Oord, et al, 2016) 

13!

�  Ordering of variables is crucial !

Each conditional can be a 
deep neural network!
 !



�  Density Estimation by Autoregression !

Fully Observed Models 

14!

PixelCNN (van den Oord, et al, 2016)!

NADE (Uria 2013), MADE (Germain 2017), MAF 
(Papamakarios 2017), PixelCNN (van den Oord, et al, 2016) 



15!

WaveNet 
�  Generative Model of Speech Signals !

van den Oord et al, 2016 

Quality: Mean Opinion Scores!
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�  Fully Observed Models!
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�  Undirected Deep Generative Models!
�  Restricted Boltzmann Machines (RBMs), !
�  Deep Boltzmann Machines (DBMs)!

�  Directed Deep Generative Models!
�  Variational Autoencoders (VAEs)!
�  Normalizing Flows!

�  Generative Adversarial Networks (GANs)!



Restricted Boltzmann Machines 

17!

Image      visible variables!

  hidden variables!
Pairwise! Unary! Unary!

Markov random fields, Boltzmann machines, log-linear models. !

�  RBM is a Markov Random Field with!
�  Stochastic binary visible variables!
�  Stochastic binary hidden variables !
�  Bipartite connections!



Maximum Likelihood Learning 

18!

Image      visible variables!

  hidden variables!

�  Maximize log-likelihood objective:!

Difficult to compute: exponentially many configurations!

�  Derivative of the log-likelihood:!



Learning Features  

19!

Learned W:  “edges”!
Subset of 1000 features!

=! ….!

New Image:!

Observed  Data !
Subset of 25,000 characters!

Logistic Function: Suitable for 
modeling binary images!



RBMs for Real-valued & Count Data 

20!

Learned features (out of 10,000)!4 million unlabelled images!

Learned features: ``topics’’!
russian!
russia!
moscow!
yeltsin!
soviet!

clinton!
house!
president!
bill!
congress!

computer!
system!
product!
software!
develop!

trade!
country!
import!
world!
economy!

stock!
wall!
street!
point!
dow!

Reuters dataset: 
804,414 unlabeled 
newswire stories!
Bag-of-Words !



Deep Boltzmann Machines  
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Image!

Low-level features:!
Edges!

Input: Pixels!

Built from unlabeled inputs. !

(Salakhutdinov 2008, Salakhutdinov & Hinton 2009)



Deep Boltzmann Machines  

22!

Image!

Higher-level features:!
Combination of edges!

Low-level features:!
Edges!

Input: Pixels!

Built from unlabeled inputs. !

Learn simpler representations,!
then compose more complex ones!

(Salakhutdinov 2008, Salakhutdinov & Hinton 2009)



Model Formation  

23!

�  Dependencies between hidden variables!
�  All connections are undirected!

h3

h2

h1

v

W3

W2

W1

Same as RBMs!
model parameters!

�  Maximum Likelihood Learning:!

�  Both expectations are intractable !

!



Data!

Approximate Learning 

24!

h3

h2

h1

v

W3

W2

W1

�  Maximum Likelihood Learning:!



Approximate Learning 

25!

h3

h2

h1

v

W3

W2

W1 Variational!
 Inference!

 !

Stochastic Approximation !
(MCMC-based)!

�  Maximum Likelihood Learning:!



Good Generative Model? 

26!

�  CIFAR Dataset!

DAP Report

(a) Samples on CIFAR10 (32⇥ 32) (b) Samples on ImageNet64 (64⇥ 64)

Figure 3: Samples generated by our model trained on CIFAR10 (left) and ImageNet64 (right).

properly evaluated as a density model. Additionally, the flexibility of our framework could also
accommodate potential future improvements.

5.3 ImagetNet64

We next use the 64⇥ 64 ImageNet [26] to test the scalability of our model. Figure 3b, shows samples
generated by our model. Although samples are far from being realistic and have strong artifacts,
many of them look coherent and exhibit a clear concept of foreground and background, which
demonstrates that our method has a strong potential to model high resolution images. The density
estimation performance of this model is 4.92 bits/dim.

6 Conclusion

In this paper we presented a novel framework for constructing deep generative models with RBM
priors and develop e�cient learning algorithms to train such models. Our models can generate
appealing images of natural scenes, even in the large-scale setting, and, more importantly, can be
evaluated quantitatively. There are also several interesting directions for further extensions. For
example, more expressive priors, such as those based on deep Boltzmann machines [3], can be used

11 of 19

Training! Samples!



Learning Part-Based Representations 

27!

Deep Belief Network!

Trained on face images.!

Object Parts!

Groups of parts!

Lee, Grosse, Ranganath, Ng, ICML 2009 

v

h2

h1

h3

W1

W3

W2



Learning Part-Based Representations 

28!

Faces	 Cars	 Elephants	 Chairs	

Lee, Grosse, Ranganath, Ng, ICML 2009 



Talk Roadmap 
�  Fully Observed Models!
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�  Undirected Deep Generative Models!
�  Restricted Boltzmann Machines (RBMs), !
�  Deep Boltzmann Machines (DBMs)!

�  Directed Deep Generative Models!
�  Variational Autoencoders (VAEs)!
�  Normalizing Flows!

�  Generative Adversarial Networks (GANs)!



Helmholtz Machines 

30!

Input data!

h3

h2

h1

v

W3

W2

W1

Generative 
Process!

Approximate 
Inference!

�  Hinton, G. E., Dayan, P., Frey, B. J. and Neal, R., Science 1995!

�  Kingma & Welling, 2014!
�  Rezende, Mohamed, Daan, 2014!
�  Mnih & Gregor, 2014 !
�  Bornschein & Bengio, 2015!
�  Tang & Salakhutdinov, 2013  !



Helmholtz Machines 
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Input data!

h3

h2

h1

v

W3

W2

W1

Approximate 
Inference! h3

h2

h1

v

W3

W2

W1

Deep Boltzmann MachineHelmholtz Machine

Generative 
Process!



Deep Directed Generative Models 
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Code Z �  Latent Variable Models!

�  Conditional distributions are 
parameterized by deep neural 
networks!

Dreal 

�  Generative!
�  Top-Down!
�  P(x|z)!

�  Recognition!
�  Bottom-up!
�  Q(z|x)!



Directed Deep Generative Models  

�  Directed Latent Variable Models with Inference Network!

33!

�  Maximum log-likelihood objective!

�  Marginal log-likelihood is intractable:!

�  Key idea: Approximate true posterior p(z|x) with a simple, tractable 
distribution q(z|x) (inference/recognition network). !

Grover and Ermon, DGM Tutorial 



Variational Autoencoders (VAEs) 

�  The VAE defines a generative process in terms of ancestral sampling through a 
cascade of hidden stochastic layers: !

34!

Input data!

h3

h2

h1

v

W3

W2

W1

Generative Process! Each conditional term denotes a 
nonlinear relationship !

�  L is the number of stochastic layers!
�  Sampling and probability evaluation is 

tractable for each !

Kingma and Welling, 2014 



Variational Autoencoders (VAEs) 

�  Single stochastic (Gaussian) layer, followed by many deterministic layers!
!

35!

Deep neural network parameterized by θ.
(Can use different noise models)

Deep neural network parameterized by φ.

z !

Kingma and Welling, 2014 



Variational Bound 

�  VAE is trained to maximize the variational lower bound:!

36!



Variational Bound 

�  VAE is trained to maximize the variational lower bound:!

37!

Tightness Condition:!

�  Trading off the data log-likelihood and the KL divergence from the true posterior!
�  Hard to optimize the variational bound with respect to the q recognition network (high variance) !
�  Key idea of Kingma and Welling is to use reparameterization trick!



Reparameterization   

�  Assume that the recognition distribution is Gaussian:!

38!

�   The recognition distribution can be expressed as a deterministic mapping!

Deterministic Encoder!
 !

�  Distribution of ε does not depend on φ!

�  Alternatively, we can express this in term of 
auxiliary variable:  !

Kingma and Welling, 2014 



Computing Gradients  

�  The gradients of the variational bound w.r.t the recognition (similar w.r.t the 
generative) parameters:!

39!

Gradients can be 
computed by backprop!

The mapping z is a deterministic 
neural net for fixed ε     !
 !

Autoencoder!



VAE Assumptions 

�  Remember the variational bound:!

�  The variational assumptions must be approximately satisfied. !

�  The posterior distribution must be approximately factorial (common practice) 
and predictable with a feed-forward net. !

�  We can relax these assumptions using a tighter lower bound on marginal log-
likelihood. !

�  dfdf!

40!



Importance Weighted Autoencoder 

�  Improve VAE by using the following k-sample importance weighting of 
the log-likelihood: !

41!

unnormalized 
importance weights !
 !

�  where multiple z are sampled from the 
recognition network.!

Burda et al., ICLR 2016,  
Mnih & Rezende, ICML 2016 

�  Can improve the tightness of the bound. !



Tighter Lower Bound 

�  Using more samples can only improve the tightness of the bound.!
!
�  For all k, the lower bounds satisfy:!

�  Moreover if                       is bounded, then:!

42!



Talk Roadmap 
�  Fully Observed Models!

43!

�  Undirected Deep Generative Models!
�  Restricted Boltzmann Machines (RBMs), !
�  Deep Boltzmann Machines (DBMs)!

�  Directed Deep Generative Models!
�  Variational Autoencoders (VAEs)!
�  Normalizing Flows!

�  Generative Adversarial Networks (GANs)!



Generative Adversarial Networks (GAN) 

�  Implicit generative model for !
an unknown target density p(x)!

�  Converts sample from a known noise !
density pZ(z) to the target p(x)!

44!

Unknown target density p(x) of !
data over domain    , e.g. !

Distribution of generated samples !
should follow target density p(x)!Noise density pZ(z) over space!

Goodfellow et al, 2014 [Slide Credit: Manzil Zaheer]  !



GAN Formulation 

�  GAN consists of two components!

45!

Random 
input!

Generator!

Goal: Produce samples !
indistinguishable from true data!

Discriminator!

Goal: Distinguish !
true and generated!
data apart!

Goodfellow et al, 2014 [Slide Credit: Manzil Zaheer]  !



GAN Formulation: Discriminator 

�  Discriminator’s objective: Tell real and generated data apart like a classifier!

46!

Discriminator!

Random 
input!

Generator!

D outputs:!

     real!

     generated!

Real Data p(x)!

pZ(z)!

Goodfellow et al, 2014 [Slide Credit: Manzil Zaheer]  !



GAN Formulation: Generator 

�  Generator’s objective: Fool the best discriminator!

47!

Discriminator!

D outputs:!

     real!

     generated!

Real Data p(x)!

Random 
input!

Generator!

pZ(z)!

Goodfellow et al, 2014 [Slide Credit: Manzil Zaheer]  !



GAN Formulation: Optimization 

�  Overall GAN optimization!

�  The generator-discriminator are iteratively updated using SGD to find 
“equilibrium” of a “min-max objective” like a game!

48!

[Slide Credit: Manzil Zaheer]  !



Wasserstein GAN  

�  WGAN optimization!

�  Difference in expected output on real vs. generated images!
�  Generator attempts to drive objective ≈ 0!

�  More stable optimization !

49!

D outputs:!

     real!

     generated!

Arjovsky et al., 2017 

Compare to training DBMs!



Modelling Point Cloud Data 

50!

PC-GAN!PC-GAN!Data! Data!AAE! AAE!

Zaheer et al. Point Cloud GAN 2018 



Interpolation in Latent Space 

51/39!

z!

x!

z!

x!

Chair! Table!

Interpolate!

Zaheer et al. Point Cloud GAN 2018 



Normalizing Flows 

�  Directed Latent Variable Invertible models!

52!

�  The mapping between x and z is deterministic and 
invertible:  !

�  Use change-of-variables to relate densities between z and x!

Grover and Ermon DGM Tutorial, NICE (Dinh et al. 2014),  
Real NVP (Dinh et al. 2016) 
!



Normalizing Flows 

�  Invertible transformations can be composed: !

53!

�  Planar Flows!

A flow of transformations
Invertible	transformations	can	be	composed	with	each	other

Planar	Flows
7 = _ + |ℎ(}~_ + p)

� = 0 � = 1 � = 2 � = 10

Rezende &	Mohamed,	2016
IJCAI-ECAI	2018	TUTORIAL:	DEEP	GENERATIVE	MODELS 64

A flow of transformations
Invertible	transformations	can	be	composed	with	each	other

Planar	Flows
7 = _ + |ℎ(}~_ + p)

� = 0 � = 1 � = 2 � = 10

Rezende &	Mohamed,	2016
IJCAI-ECAI	2018	TUTORIAL:	DEEP	GENERATIVE	MODELS 64

A flow of transformations
Invertible	transformations	can	be	composed	with	each	other

Planar	Flows
7 = _ + |ℎ(}~_ + p)

� = 0 � = 1 � = 2 � = 10

Rezende &	Mohamed,	2016
IJCAI-ECAI	2018	TUTORIAL:	DEEP	GENERATIVE	MODELS 64

Rezendre and Mohamed, 2016, Grover and Ermon DGM Tutorial 

Rezendre and Mohamed, 2016 



Normalizing Flows 

�  Maximum log-likelihood objective!

�  Exact log-likelihood evaluation via inverse transformations !
�  Sampling from the model !

�  Inference over the latent representations:!

54!

Learning and inference
• Learningmaximizes	the	model	likelihood	over	the	dataset	Q

• Exact	likelihood	evaluation	via	inverse	transformations
• Ancestral	sampling	via	forward	transformations

• Latent	representations	inferred	via	inverse	transformations

IJCAI-ECAI	2018	TUTORIAL:	DEEP	GENERATIVE	MODELS 65

Learning and inference
• Learningmaximizes	the	model	likelihood	over	the	dataset	Q

• Exact	likelihood	evaluation	via	inverse	transformations
• Ancestral	sampling	via	forward	transformations

• Latent	representations	inferred	via	inverse	transformations

IJCAI-ECAI	2018	TUTORIAL:	DEEP	GENERATIVE	MODELS 65
Rezendre and Mohamed, 2016, Grover and Ermon DGM Tutorial 



Example: GLOW 

�  Generative Flow with Invertible 1x1 Convolutions !
    https://blog.openai.com/glow/!

55!

Age! Hair 
Color!

Smile! Beard!

Image!

z1! zk!

x!

Latent factors of variation!

Kingma, Dhariwal, 2018 



Example: GLOW 

56!

Increase Age!Input!

https://blog.openai.com/glow/!
!

Add Beard !Smile!Input!



�  Given a sequence of length T: Density Estimation by Autoregression!

Fully Observed Models 

NADE (Larochelle, 2013), MADE (Germain 2015), 
PixelCNN (van den Oord, et al, 2016) 

57!

Each conditional can be a 
deep neural network!
 !



Language Modeling  

58!

�  Given a corpus of T sequential tokens (words)                          , we model:!

�  Here, we will focus on the choice f⍬ !
!



Generation: 

59!
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Context:

<unk> undergo <unk> reactions with <unk> to afford a number of unique five membered <unk>, as depicted in the figure below. This reactivity is due to the strained three
membered ring and weak N-O bond.
= Battle of Dürenstein =
The Battle of Dürenstein (also known as the Battle of <unk>, Battle of <unk> and Battle of <unk>; German: <unk> bei <unk> ), on 11 November 1805 was an engagement in
the Napoleonic Wars during the War of the Third Coalition. Dürenstein (modern <unk>) is located in the <unk> Valley, on the River Danube, 73 kilometers (45 mi) upstream
from Vienna, Austria. The river makes a crescent-shaped curve between <unk> and nearby Krems an der Donau and the battle was fought in the flood plain between the
river and the mountains. At Dürenstein a combined force of Russian and Austrian troops trapped a French division commanded by Théodore Maxime Gazan. The French
division was part of the newly created VIII Corps, the so-called Corps Mortier, under command of Édouard Mortier. In pursuing the Austrian retreat from Bavaria, Mortier had
over-extended his three divisions along the north bank of the Danube. Mikhail <unk> Kutuzov, commander of the Coalition force, enticed Mortier to send Gazan’s division into
a trap and French troops were caught in a valley between two Russian columns. They were rescued by the timely arrival of a second division, under command of Pierre Dupont
de l ’Étang. The battle extended well into the night. Both sides claimed victory. The French lost more than a third of their participants, and Gazan’s division experienced over
40 percent losses. The Austrians and Russians also had heavy <unk> to 16 <unk> perhaps the most significant was the death in action of Johann Heinrich von Schmitt, one of
Austria’s most capable chiefs of staff. The battle was fought three weeks after the Austrian capitulation at Ulm and three weeks before the Russo-Austrian defeat at the Battle
of Austerlitz. After Austerlitz Austria withdrew from the war. The French demanded a high indemnity and Francis II abdicated as Holy Roman Emperor, releasing the German
states from their allegiance to the Holy Roman Empire.
= = Background = =
In a series of conflicts from 1803-15 known as the Napoleonic Wars, various European powers formed five coalitions against the First French Empire. Like the wars sparked by
the French Revolution (1789 ), these further revolutionized the formation, organization and training of European armies and led to an unprecedented militarization, mainly due
to mass conscription. Under the leadership of Napoleon, French power rose quickly as the Grande Armée conquered most of Europe, and collapsed rapidly

XL Generation: Reference:

after the French conquest of Italy. This victory marked the beginning of the Second
Coalition. Napoleon’s rapid advance caused Austria – Russia, Britain and Russia
to make peace negotiations. The Russian army under Prince Mikhail Mikhailovich
Mikhailovich Chaffee, commander of the Imperial Russian Army in Switzerland, was
able to drive off the Austrians in the Battle of Stockach (1805) and to take Pressburg
(modern Ö3 Austria) from the Austrians. At an early stage the Austro-Hungarian fleet
had been damaged in a storm off Cape Matapan; this allowed the Allies to launch a
full-scale invasion of Italy in February 1805. The Battle of Austerlitz was the decisive
French victory against Napoleon and the largest naval battle in history, involving more
modern-day European navies. The French military situation worsened as Napoleon
faced several threats related to his newly formed Army of Europe, particularly Russia
itself, which was now on the verge of collapse. The Russian general and friend of
Napoleon, Alexander, had been dissatisfied with the conduct of the Austrians; he was
still in conflict with Emperor Napoleon, the French Republic’s king, who had declared
war on Austria during the summer of 1804. With the war over, Napoleon decided to
launch a second invasion of Italy in October 1805.
= = Prelude = =
In July 1805, the French 1st Army entered southern Italy. The army, under the com-
mand of Marshal Marmont, were reinforced by a few battalions of infantry under
Claude General Auguste de Marmont at the town of Philippsburg and another bat-
talion at Belluno. On 17 September 1805, the army marched from Belluno towards
Krems. By 29 September, they had reached Belluno and conducted its advance against
a small Austrian force. By 31 September, the whole force had been reinforced by a
brigade from the Army of Tyrol under the command of Pierre Augereau. The Austri-
ans were now under the command of Marshal Jean Victor Marie Moreau, a member of
the Directory. Moreau had taken command of the Austrian invasion force in the spring
of 1805. His command included the VI Corps commanded by Jean Baptiste Drouet de
Ney and the VI Corps commanded by Generals Jean Victor Marie Moreau and Joseph
Souham. Ney’s corps consisted of the III. Corps and VI. Corps, which consisted of
the III Corps and VI. Corps, located in the Austrian Netherlands, was commanded by
Friedrich Joseph, Count Baillet de Latour. Moreau’s army consisted of six divisions
and several associated brigades.
= = Aftermath = =
= = = First Coalition forces = = =
On 9 October 1805 the French Army of the Danube was attacked by an Austrian army
under Archduke Charles at the Battle of Austerlitz. Although Charles and Charles had
not had much time to regroup, on 10 October, he launched his attack on the Polish
forces under Friedrich Joseph, Count of Lauenburg. After three days, Charles’ army
captured Lauenburg. The French forces pursued the Austrians to the Silesian border,
where they encountered strong Austrian resistance. These conflicts forced the Austri-
ans to retreat into Tyrol and Austria agreed to a truce. The Austrian army, commanded
by Wenzel Anton Karl, Count of Merveldt, was reduced to around 10,000 men. It
was initially planned that Archduke Charles would launch a counter-attack against the
French army on the same day, as Napoleon had hoped, but this was not carried out.
On 25 October, Merveldt left Styria for Tyrol. On the same day, Austria launched its
new offensive against the French at Ulm. Charles withdrew his army from the region
for a third time at the Battle of Elchingen, under the overall command of the Aus-
trian generals, Ferdinand and Friedrich Wilhelm of Jülich-Cleves-Berg. To prevent
Archduke Charles from escaping from the battlefield, the commander of the Habsburg
army, Archduke Charles, planned to occupy the fortress Linz; instead, he decided to
force Franz von Hipper to surrender the city. However, as Charles moved to the south,
Moreau arrived on the scene with additional soldiers – including the entire Imperial
Guard – and defeated the Austrians at the Battle of Hohenlinden on 28 October. The
loss of Linz resulted in Austria’s complete defeat at Hohenlinden. In the meantime,
the French Army of Observation and Preparedness was reorganized into the Army of
the Danube under Feldzeugmeister (Colonel-General) Friedrich Freiherr von Hotze.
The army was composed of the I, IV, VI, VI, VII, VIII and IX Corps. With reinforce-
ments from Italy and France, it formed new battalions, companies, and squadrons in
the Austrian army. On 17 November 1804, at the Battle of Jena-Auerstadt the Army
of Silesia and the Army of Silesia joined forces, but by the time that the French ap-
proached Vienna, the Prussians had already surrendered. As the Austrians did not
want to allow the war to continue, they decided to abandon their territories in the
north and move their army to the north and west, cutting off Charles from Vienna.
The Battle of Warsaw was fought on 23 October 1805 between the French Army of
the Danube and the Austrian Army of Styria in the vicinity of Warsaw and Pressburg
(modern Trnava, Slovakia). At that time Habsburg forces

after the disastrous invasion of Russia in 1812. Napoleon’s empire ultimately suffered
complete military defeat in the 1813 – 14 campaigns, resulting in the restoration of
the Bourbon monarchy in France. Although Napoleon made a spectacular return in
1815, known as the Hundred Days, his defeat at the Battle of Waterloo, the pursuit
of his army and himself, his abdication and banishment to the Island of Saint Helena
concluded the Napoleonic Wars.
= = Danube campaign = =
From 1803-06 the Third Coalition fought the First French Empire and its client states
(see table at right ). Although several naval battles determined control of the seas,
the outcome of the war was decided on the continent, predominantly in two major
land operations in the Danube valley: the Ulm campaign in the upper Danube and the
Vienna campaign, in the middle Danube valley. Political conflicts in Vienna delayed
Austria’s entry into the Third Coalition until 1805. After hostilities of the War of the
Second Coalition ended in 1801, Archduke <unk> emperor’s <unk> advantage of the
subsequent years of peace to develop a military restructuring plan. He carefully put
this plan into effect beginning in 1803 – 04, but implementation was incomplete in
1805 when Karl Mack, Lieutenant Field Marshal and Quartermaster-General of the
Army, implemented his own restructuring. Mack bypassed Charles ’ methodical ap-
proach. Occurring in the field, Mack’s plan also undermined the overall command
and organizational structure. Regardless, Mack sent an enthusiastic report to Vienna
on the military’s readiness. Furthermore, after misreading Napoleon’s maneuvers in
Württemberg, Mack also reported to Vienna on the weakness of French dispositions.
His reports convinced the war party advising the emperor, Francis II, to enter the con-
flict against France, despite Charles ’ own advice to the contrary. Responding to the
report and rampant anti-French fever in Vienna, Francis dismissed Charles from his
post as generalissimo and appointed his <unk> brother-in-law, Archduke Ferdinand,
as commander. The inexperienced Ferdinand was a poor choice of replacement for
the capable Charles, having neither maturity nor aptitude for the assignment. Al-
though Ferdinand retained nominal command, day-to-day decisions were placed in
the hands of Mack, equally ill-suited for such an important assignment. When Mack
was wounded early in the campaign, he was unable to take full charge of the army.
Consequently, command further devolved to Lieutenant Field Marshal Karl Philipp,
Prince of Schwarzenberg, an able cavalry officer but inexperienced in the command
of such a large army.
= = = Road to Ulm = = =
The campaign in the upper Danube valley began in October, with several clashes in
Swabia. Near the Bavarian town of Wertingen, 40 kilometers (25 mi) northwest of
Augsburg, on 8 October the 1st Regiment of dragoons, part of Murat’s Reserve Cav-
alry Corps, and grenadiers of Lannes ’ V Corps surprised an Austrian force half its
size. The Austrians were arrayed in a line and unable to form their defensive squares
quickly enough to protect themselves from the 4,000 dragoons and 8,000 grenadiers.
Nearly 3,000 Austrians were captured and over 400 were killed or wounded. A day
later, at another small town, <unk> south of the Danube <unk> French 59th Regiment
of the Line stormed a bridge over the Danube and, humiliatingly, chased two large
Austrian columns toward Ulm. The campaign was not entirely bad news for Vienna.
At Haslach, Johann von Klenau arranged his 25,000 infantry and cavalry in a prime
defensive position and, on 11 October, the overly confident General of Division Pierre
Dupont de l’Étang attacked Klenau’s force with fewer than 8,000 men. The French
lost 1,500 men killed and wounded. Aside from taking the Imperial Eagles and <unk>
of the 15th and 17th Dragoons, Klenau’s force also captured 900 men, 11 guns and 18
ammunition wagons. Klenau’s victory was a singular success. On 14 October Mack
sent two columns out of Ulm in preparation for a breakout to the north: one under
Johann Sigismund Riesch headed toward Elchingen to secure the bridge there, and the
other under Franz von Werneck went north with most of the heavy artillery. Recogniz-
ing the opportunity, Marshal Michel Ney hurried the rest of his VI Corps forward to
re-establish contact with Dupont, who was still north of the Danube. In a two-pronged
attack Ney sent one division to the south of Elchingen on the right bank of the Danube.
This division began the assault at Elchingen. At the same time another division crossed
the river to the east and moved west against Riesch’s position. After clearing Austrian
pickets from a bridge, the French attacked and captured a strategically located abbey
at the top of the hill at bayonet point. The Austrian cavalry unsuccessfully tried to fend
off the French, but the Austrian infantry broke and ran. In this engagement alone, the
Austrians lost more than half their reserve artillery park, 6,000 (out of 8,000 total par-
ticipants) dead, wounded or captured and four colors. Reisch’s column also failed to
destroy the bridges across the Danube. Napoleon’s lightning campaign exposed the
Austrian indecisive command structure and poor supply apparatus. Mack

Table 12: Example 2 – 1,000 tokens generated by XL using a snippet from the Wikitext-103 test set as initial context. The sample is
randomly generated without any cherry picking.



60!



61!



62!
Forward Pass!

Step 1: break the corpus into segments!

Step 2: Model each segment independently (limited memory)!

x1 ! x2 ! x4 !x3 !

P(x2 | x1:1) ! P(x3 | x1:2) ! P(x5 | x1:4) !P(x4 | x1:3) !

Vanilla Transformer Language Models 

Al-Rfou et al., 2016  
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x1 ! x2 ! x4 !x3 !

P(x2 | x1:1) ! P(x3 | x1:2) ! P(x5 | x1:4) !P(x4 | x1:3) !

Current segment!

Training with Transformer-XL 
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x1 ! x2 ! x4 !x3 ! x5 ! x6 ! x8 !x7 !

P(x6 | x<6) ! P(x7 | x<7) ! P(x9 | x<9) !P(x8 | x<8) !

Current segment!Fixed Memory (No Grad)!

Training with Transformer-XL 



Fixed Memory (No Grad)! 65!

x1 ! x2 ! x4 !x3 ! x5 ! x6 ! x8 !x7 ! x9 ! x10 ! x12 !x11 !

P(x10 | x9:9) ! P(x11 | x9:10) ! P(x13 | x9:12) !P(x12 | x9:11) !

Current segment!

Training with Transformer-XL 



66!

x1 ! x2 ! x4 !x3 ! x5 ! x6 ! x8 !x7 ! x9 ! x10 ! x12 !x11 !

P(x10 | x9:9) ! P(x11 | x9:10) ! P(x13 | x9:12) !P(x12 | x9:11) !

Extra-Long context span: linearly increasing w.r.t. both segment length and number of layers !

Modeling Much Longer Context  
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x1 ! x2 ! x4 !x3 ! x5 ! x6 ! x8 !x7 ! x9 ! x10 ! x12 !x11 !

P(x10 | x9:9) ! P(x11 | x9:10) ! P(x13 | x9:12) !P(x12 | x9:11) !

Process the tokens in a segment in one forward pass, without any recomputing → 1800X faster 

Evaluation with Transformer-XL 
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x
1!

x
2!

x
4!

x
3!

x
5

x
6

x
8

x
7

P(x6 | x<6) ! P(x7 | x<7) ! P(x9 | x<9) !P(x8 | x<8) !

Current 
segment!

Fixed Memory 
(No Grad)!

Transformer-XL  

�                    n-th layer hidden state sequence 
produced for sequence τ  !

�            is memory cashed before segment τ!
�  SG stands for stop gradient !
�          stands for concatenation!
�  Incorporate extended context   !
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P(x6 | x<6) ! P(x7 | x<7) ! P(x9 | x<9) !P(x8 | x<8) !

Current 
segment!

Fixed Memory 
(No Grad)!

Transformer-XL  

�                    n-th layer hidden state sequence 
produced for sequence τ  !

�            is memory cashed before segment τ!
�  SG stands for stop gradient !
�          stands for concatenation!
�  Incorporate extended context   !

!
Model parameters!
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x
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x
8

x
7

P(x6 | x<6) ! P(x7 | x<7) ! P(x9 | x<9) !P(x8 | x<8) !

Current 
segment!

Fixed Memory 
(No Grad)!

Transformer-XL  

�                    n-th layer hidden state sequence 
produced for sequence τ  !

�            is memory cashed before segment τ!
�  SG stands for stop gradient !
�          stands for concatenation!
�  Incorporate extended context   !

!
Model parameters!
Extended context at layer n-1 !



Results  

�  WikiText-103 Test Corpus: !
�  103M tokens from 28K articles!
�  Average length is 3.6K per article!

�  Training !
�  Training segment length 400!
�  Test segment length 1600 !
�  16 layers !

�  Achieves State-of-the-Art on 5 publicly available datasets !
!

71!



Visualization of Attention: 

�  Average attention over the previous 640 tokens, !
�  There are totally 160 attention weights across 16 layers !
!
!
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Visualization of Attention: 
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�  Average attention over the previous 640 tokens, !
�  There are totally 160 attention weights across 16 layers !
!
!



Visualization of Attention: 
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�  Average attention over the previous 640 tokens, !
�  There are totally 160 attention weights across 16 layers !
!
!
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Despite the overall excellence of the generation quality, the model can only perceive the seed context
and hallucinate what to generate based on the limited knowledge (100M tokens only) it is trained on.
As a result, the generated text sometimes looks clearly relevant but not close enough or to the point
compared to what human writer would do. That said, we believe this issue is mostly a problem of limited
training data size and could be alleviated by using a larger training set.

Context:

Kershaw started the 2010 season by posting a 3.07 ERA in April, but did so by walking 22 batters in 29 innings. On May 4, he had his worst start of his career
against the Milwaukee Brewers at Dodger Stadium, throwing just 57 pitches in 11 / 3 innings, while retiring only four of the 13 batters he faced — including the
pitcher. He was booed loudly upon being pulled from the game. Kershaw said after the game, " I didn’t give our team any kind of chance. It’s just not a good
feeling to let your teammates down, let everybody down. It stings, it hurts. I ’ve got to figure things out. " Kershaw rebounded his next start by pitching an 8 inning
two-hitter and out-dueling the then undefeated Ubaldo Jiménez. He credited his control of the slider being the major turning point for him. Later in the season, he
was suspended for five games after hitting Aaron Rowand of the Giants with a pitch in a game on July 20. The incident occurred after both teams were given a
warning following Giants ace Tim Lincecum hitting Matt Kemp earlier in the game. He threw his first career complete game shutout on September 14, 2010 also
against San Francisco and finished the season with a record of 13 – 10 and a 2.91 ERA in 32 starts, pitching 2041 / 3 innings and recording 212 strikeouts.
= = = = 2011 season: 1st Cy Young Award = = = =
After finishing the 2010 season strong, the Dodgers named Kershaw as the Opening Day Starter for the 2011 season. On May 29, he pitched the second complete-
game shutout of his career, striking out 10 while winning a two-hitter against the Florida Marlins, 8 – 0; he also had two singles and an RBI, scoring twice in the
game. He produced his third career shutout on June 20, a two-hit, 11-strikeout effort against the Detroit Tigers. Kershaw became the first Dodgers starter to strike
out the side in the 9th inning since Sandy Koufax’s perfect game. In his next start, on June 26, Kershaw pitched another complete game (against the Los Angeles
Angels of Anaheim ). He became the first Dodger starter to have back-to-back complete game victories since Jeff Weaver in the 2005 season and the first Dodger
to have double-digit strikeouts in consecutive starts since Chan-Ho Park in the 2000 season. He was awarded the National League Player of the Week award for the
week of June 20 – 26 as a result of those two starts. Midway through June, Kershaw had amassed 32 career victories

XL Generation: Reference:

, tying him with Luis Castillo for the third best start total in the league and trail-
ing only Johnny Bench and Eddie Mathews (37). The Dodgers signed Kershaw
to a one-year deal on July 14, 2011, with a player option for 2012, in a deal
worth just under $ 300,000. The Dodgers entered the 2011 season as the major
league leaders, and Kershaw had the best record in the National League in saves
(39), games started (78) and walks (120); he also had the lowest win / loss ratio
in the league (1.87), and he had the worst on-base percentage (.349). He had
the best ERA (2.00 ), most wins (16 ), or most shutouts (29) in his career (25),
while leading the league in losses per nine innings pitched (4.01). Following the
2011 season, the Dodgers traded Kershaw to the Kansas City Royals on July 29
for pitcher Javier Torres.
= = = Kansas City Royals = = =
= = = = 2012 season = = = =
During spring training, Kershaw played very well. He was selected to spring
training as a relief pitcher for the Royals for the 2012 season. After an injury
to closer Javier Vázquez, he was activated on April 29 to replace Matt Holliday
in the Royals ’ starting rotation. In his only start with the Royals, on August 6,
2012, Kershaw struck out five batters in seven innings pitched to help the Royals
to their first victory in franchise history. On September 27, 2012, it appeared
Kershaw was going to pitch a complete game shutout against the Detroit Tigers,
but did not manage to do so since the Tigers won 3 – 1. At the conclusion
of the season, Kershaw was named Major League Baseball’s Most Valuable
Player, was chosen to the All-Star Game at Busch Stadium and was named to
the All-Star Game as the starting pitcher at shortstop. The Royals announced on
February 4, 2013 that Kershaw would spend 2013 as starting pitcher, though he
was expected to miss the season as a result of a shoulder injury.
= = = = 2013 season = = = =
On May 17, 2013, Kershaw sustained another back injury and did not start in
August and October 2013. He appeared in 22 starts, all starts, finishing with
a strikeout-to-walk ratio of 1.50 and a 2.91 ERA. He also had the third most
strikeouts in the league: 10. On May 20, 2013, he

, a 3.15 ERA and 593 career strikeouts in 568.2 innings. According to the Elias
Sports Bureau, Kershaw was the first 23-year-old pitcher to have that many
victories, an ERA that low and an average of more than one strikeout per inning
since ERA became an official statistic in 1910. Kershaw was selected to the
National League team for the 2011 Major League Baseball All-Star Game, his
first All-Star selection. In the month of July, Kershaw was 4 – 1 with a 2.02
ERA and NL-leading 45 strikeouts, earning him the National League Pitcher of
the Month Award. On August 23, he struck out Matt Holliday of the St. Louis
Cardinals for his 200th strikeout of the season and became the 10th Dodger
pitcher to record back-to-back 200 strikeout seasons and the first since Chan-
Ho Park did it in the 2001 season. Kershaw finished the 2011 season by leading
the NL with 21 wins, 248 strikeouts and a 2.28 ERA, winning the NL pitching
Triple Crown, the first Triple Crown winner since Jake Peavy of the 2007 San
Diego Padres and the first Dodger since Sandy Koufax won it in the 1966 season.
Justin Verlander of the Detroit Tigers won the American League Triple Crown
the same season, marking the first major-league season since 1924 to feature
Triple Crown-winning pitchers in both leagues. Kershaw’s 21 wins were the
most by a Dodger pitcher since Orel Hershiser won 23 during the 1988 season.
His ERA was the lowest by a Dodger since Hershiser’s 2.03 in the 1985 season,
his strikeouts were the most by a Dodger since Koufax’s 317 in 1966 and his 233
1 / 3 innings pitched were the most since Chan Ho Park pitched 234 in 2001.
Since 1965 when Koufax did it, Peavy and Kershaw are only two pitchers in the
National League have led the league in wins, strikeouts, ERA, and WHIP (walks
plus hits per inning pitched). Kershaw also became just the second <unk> to
have a 240-plus strikeouts in a season before the age of 24, joining Vida Blue.
After the season, Kershaw was awarded the Warren Spahn Award as the best
left-handed pitcher in 2011, the Players Choice Award for Most Outstanding
National League pitcher, the Gold Glove Award as the top fielding pitcher in
the NL and the Sporting News (TSN) National League Pitcher of the Year. He
was additionally selected as the starting pitcher for the TSN NL All-Star Team.
On November 17, he was honored with the National League Cy Young Award,
making him the youngest Cy Young winner since Dwight Gooden

Table 11: Example 1 – 500 tokens generated by XL using a snippet from the Wikitext-103 test set as initial context. The
sample is randomly generated without any cherry picking.
Original Wikipedia page: https://en.wikipedia.org/wiki/Clayton_Kershaw
There are many interesting observations from this example:
• Firstly, Kershaw never went to Royals in real life. Despite that, Transformer-XL stays on the fully imagined topic and keeps

hallucinating the experience of Kershaw in Royals across the generated text.
• Secondly, notice that XL correctly tracks the chronological order from 2011 to 2012 and to the finally 2013 season in the

section titles.
• In addition, notice that Transformer-XL accurately uses the the phrase “another back injury” in the 2013 season paragraph,

since it has talked about one earlier injure in the 2012 season. This shows again Transformer-XL’s ability of capturing
long-term dependency.
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Thank you !
!


