tions for the maximum likelihood estimate of the random function, $W(t)$, which was previously obtained by Youla follows. ${ }^{11}$ There also results another system of equations determining that estimate of the random function $W(t)$ which is equivalent to Youla's system of equations.

The general method discussed in the preceding section also yields the solution of many other problems of optimum system theory and similar problems of many other branches of science.

## IV. Concluding Remarks

We see that the general method presented above yields the effective solution of various problems of applied statistical decision theory, particularly, of the statistical theory of signal detection and reproduction.

The algorithm given by the method for obtaining a
${ }^{11}$ D. Youla, "The use of the method of maximum likelihood in estimating continuous-modulated intelligence which has been corrupted by noise," IRE Trans. on Information Theory, vol. IT-3, pp. 90-105; March, 1954.
signal estimate may be used as a base for real system design. The main difficulty which arises in the practical realization of such systems is generally the absence of necessary data characterizing the a priori distribution of the signal parameter $U$ [i.e., the probability density $f(u)$ ]. To avoid this difficulty, the same algorithm may be applied to obtain the signal parameter $U$ estimate in each cycle of the system acting, and to construct for each cycle an estimate for $f(u)$ using estimates of $U$ obtained in all previous cycles. Using such estimates of $f(u)$ for each cycle of the system acting, we obtain a "self-learning" system which will be nearer and nearer with each new cycle to the true optimum system corresponding to the true probability distribution of the vector $U$. ${ }^{12}$
${ }^{12} \mathrm{~K}$. Winkelbauer, "Experience in Games of Strategy and In
Statistical Decision," Trans. of the First Prague Conf. on Information
Theory, Statistical Decision Functions and Random Processes, Liblice,
November $28-30,1956$, Czech. Acad. of Sc., Prague, pp. 297-354, 1957.
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#### Abstract

Summary-This paper discusses the problem of the minimization of the distortion of a signal by a quantizer when the number of output levels of the quantizer is fixed. The distortion is defined as the expected value of some function of the error between the input and the output of the quantizer. Equations are derived for the parameters of a quantizer with minimum distortion. The equations are not soluble without recourse to numerical methods, so an algorithm is developed to simplify their numerical solution. The case of an input signal with normally distributed amplitude and an expected squared error distortion measure is explicitly computed and values of the optimum quantizer parameters are tabulated. The optimization of a quantizer subject to the restriction that both input and output levels be equally spaced is also treated, and appropriate parameters are tabulated for the same case as above.


[^0]IN MANY dala-lransmission systems, analog input signals are first converted to digital form at the transmitter, transmitted in digital form, and finally reconstituted at the receiver as analog signals. The resulting output normally resembles the input signal but is not precisely the same since the quantizer at the transmitter produces the same digits for all input amplitudes which lie in each of a finite number of amplitude ranges. The recciver must assign to each combination of digits a single value which will be the amplitude of the reconstituted signal for an original input anywhere within the quantized range. The difference between input and output signals, assuming errorless transmission of the digits, is the quantization error. Since the digital transmission rate of any system is finite, one has to use a quantizer which sorts the input into a finite number of ranges, $N$. For a given $N$, the system is described by specifying the end
points, $x_{k}$, of the $N$ input ranges, and an output level, $y_{k}$, corresponding to each input range. If the amplitude probability density of the signal which is the quantizer input is given, then the quantizer output is a quantity whose amplitude probability density may easily be determined as a function of the $x_{k}$ 's and $y_{k}$ 's. Often it is appropriate to define a distortion measure for the quantization process, which will be some statistic of the quantization error. Then one would like to choose the $N y_{k}^{\prime}$ 's and the associated $x_{k}$ 's so as to minimize the distortion. If we define the distortion, $D$, as the expected value of $f(\epsilon)$, where $f$ is some function (differentiable), and $\epsilon$ is the quantization error, and call the input amplitude probability density $p(x)$, then

$$
\begin{aligned}
D & =E\left[f\left(s_{\mathrm{in}}-s_{\mathrm{out}}\right)\right] \\
& =\sum_{i=1}^{N} \int_{x_{i}}^{x_{i+1}} f\left(x-y_{i}\right) p(x) d x
\end{aligned}
$$

where $x_{N+1}=\infty, x_{1}=-\infty$, and the convention is that an input between $x_{i}$ and $x_{i+1}$ has a corresponding output $y_{i}$.

If we wish to minimize $D$ for fixed $N$, we get necessary conditions by differentiating $D$ with respect to the $x_{i}$ 's and $y_{i}$ 's and setting derivatives equal to zero:

$$
\begin{array}{r}
\frac{\partial D}{\partial x_{i}}=f\left(x_{i}-y_{i-1}\right) p\left(x_{i}\right)-f\left(x_{i}-y_{i}\right) p\left(x_{i}\right)=0 \\
\\
j=2, \cdots, N \\
\frac{\partial D}{\partial y_{i}}=-\int_{x_{i}}^{x_{i+1}} f^{\prime}\left(x-y_{i}\right) p(x) d x=0  \tag{2}\\
\\
j=1, \cdots, N
\end{array}
$$

(1) becomes (for $p\left(x_{j}\right) \neq 0$ )

$$
\begin{equation*}
f\left(x_{i}-y_{i-1}\right)=f\left(x_{i}-y_{j}\right) \quad j=2, \cdots, N \tag{3}
\end{equation*}
$$

(2) becomes

$$
\begin{equation*}
\int_{x_{i}}^{x_{i+1}} f^{\prime}\left(x-y_{i}\right) p(x) d x=0 \quad j=1, \cdots, N \tag{4}
\end{equation*}
$$

We may ask when these are sufficient conditions. The best answer one can manage in a general case is that if all the second partial derivatives of $D$ with respect to the $x_{i}$ 's and $y_{i}$ 's exist, then the critical point determined by conditions (3) and (4) is a minimum if the matrix whose $i$ th row and $j$ th column element is

$$
\left.\frac{\partial^{2} D}{\partial p_{i} \partial p_{j}}\right|_{\text {critical point }},
$$

where the $p$ 's are the $x$ 's and $y$ 's, is positive definite. In a specific case, one may determine whether or not the matrix is positive definite or one may simply find all the critical points (i.e., those satisfying necessary conditions) and evaluate $D$ at each. The absolute minimum must be at one of the critical points since "end points" can be easily ruled out.

The sort of $f$ one would want to use would be a good metric function, i.e., $f(x)$ is monotonically nondecreasing

$$
\begin{aligned}
& f(0)=0 \\
& f(x)=f(-x)
\end{aligned}
$$

If we require that $f(x)$ be monotonically increasing (with $x$ ) then (1) implies

$$
\left|x_{i}-y_{i-1}\right|=\left|x_{i}-y_{j}\right| \quad j=2, \cdots, N
$$

which implies (since $y_{i-1}$ and $y_{j}$ should not coincide) that

$$
x_{j}=\left(y_{i}+y_{i-1}\right) / 2 \quad j=2, \cdots, N
$$

( $x_{i}$ is halfway between $y_{j}$ and $y_{i-1}$ ).
We now take a specific example of $f(x)$ to further illuminate the situation.

Let $f(x)=x^{2}$
(3) implies

$$
\begin{align*}
& x_{i}=\left(y_{j}+y_{i-1}\right) / 2 \quad \text { or } \quad y_{i}=2 x_{i}-y_{i-1} \\
&  \tag{5}\\
& j=2, \cdots, N
\end{align*}
$$

(4) implies

$$
\begin{equation*}
\int_{x_{i}}^{x_{i+1}}\left(x-y_{i}\right) p(x) d x=0 \quad j=1, \cdots, N \tag{6}
\end{equation*}
$$

That is, $y_{i}$ is the centroid of the area of $p(x)$ between $x_{i}$ and $x_{i+1}$.

Because of the complicated functional relationships which are likely to be induced by $p(x)$ in (6), this is not a set of simultaneous equations we can hope to solve with any ease. Note, however, that if we choose $y_{1}$ correctly we can generate the succeeding $x_{i}$ 's and $y_{i}$ 's by (5) and (6), the latter being an implicit equation for $x_{i+1}$ in terms of $x_{i}$ and $y_{i}$.

A method of solving (5) and (6) is to pick $y_{1}$, calculate the succeeding $x_{i}$ 's and $y_{i}$ 's by (5) and (6) and then if $y_{N}$ is the centroid of the area of $p(x)$ between $x_{N}$ and $\infty$, $y_{1}$ was chosen correctly. (Of course, a different choice is appropriate to each value of $N$.) If $y_{N}$ is not the appropriate centroid, then of course $y_{1}$ must be chosen again. This search may be systematized so that it can be performed on a computer in quite a short time. ${ }^{1}$

This procedure has been carried out numerically on the IBM 709 for the distribution $p(x)=1 / \sqrt{2 \pi} e^{-x^{2} / 2}$, under the restriction that $x_{N / 2+1}=0$ for $N$ even, and $y_{(N+1) / 2}=0$ for $N$ odd. This procedure gives symmetric results, i.e.,

[^1]if a signal amplitude $x$ is quantized as $y_{k}$, then $-x$ is quantized as $-y_{k}$. The answers appear in Table I on page 11.

An attempt has been made to determine the functional dependence of the distortion on the number of output levels. A log-log plot of the distortion vs the number of output levels is in Fig. 1. The curve is not a straight line. The tangent to the curve at $N=4$ has the equation $D=1.32 N^{-1.74}$ and the tangent at $N=36$ has the equation $D=2.21 x^{-1.96}$. One would expect this sort of behavior for large $N$. When $N$ is large, the amplitude probability density does not vary appreciably from one end of a single input range to another, except for very large amplitudes, which are sufficiently improbable so that their influence is slight. Hence, most of the output levels are very near to being the means of the end points of the corresponding input ranges. Now, the best way of quantizing a uniformly distributed input signal is to space the output levels uniformly and to put the end points of the input ranges halfway between the output levels, as in Fig. 2, shown for $N=1$. The best way of producing a quantizer with $2 N$ output levels for this distribution is to divide each input range in half and put the new output levels at the midpoints of these ranges, as in Fig. 3. It is easy to see that the distortion in the second case is $\frac{1}{4}$ that in the first. Hence, $D=k N^{-2}$ where $k$ is some constant. In fact, $k$ is the variance of the distribution.

If this sort of equal division process is performed on each input range of the optimum quantizer for a normally distributed signal with $N$ output levels where $N$ is large then again a reduction in distortion by a factor of 4 is expected. Asymptotically then, the equation for the tangent to the curve of distortion vs the number of output levels should be $D=k N^{-2}$ where $k$ is some constant.

Commercial high-speed analog-to-digital conversion equipment is at present limited to transforming equal input ranges to outputs midway between the ends of the input ranges. In many applications one would like to know the best interval length to use, i.e., the one yielding minimum distortion for a given number of output levels, $N$. This is an easier problem than the first, since it is only two-dimensional (for $N \geqq 2$ ), i.e., $D$ is a function of the common length $r$ of the intervals and of any particular output level, $y_{k}$. If the input has a symmetric distribution and a symmetric answer is desired, the problem becomes one dimensional. If $p(x)$ is the input amplitude probability density and $f(x)$ is the function such that the distortion $D$ is $E\left[f\left(s_{o u t}-s_{i n}\right)\right]$, then, for an even number $2 N$ of outputs,

$$
\begin{align*}
D=2 \sum_{i=1}^{N-1} & \int_{(i-1) r}^{i r} f\left(x-\left[\frac{2 i-1}{2}\right] r\right) p(x) d x \\
& +2 \int_{(N-1) r}^{\infty} f\left(x-\left[\frac{2 N-1}{2}\right] r\right) p(x) d x \tag{7}
\end{align*}
$$

For a minimum we require

$$
\begin{align*}
& \frac{d D}{d r}=-\sum_{i=1}^{N-1}(2 i-1) \int_{(i-1) r}^{i r} f^{\prime}\left(x-\left[\frac{2 i-1}{2}\right] r\right) p(x) d x \\
& -(2 N-1) \int_{(N-1) r}^{\infty} f^{\prime}\left(x-\left[\frac{2 N-1}{2}\right] r\right) p(x) d x=0 \tag{8}
\end{align*}
$$

A similar expression exists for the case of an odd number of output levels. In either case the problem is quite susceptible to machine computation when $f(x), p(x)$ and $N$ are specified. Results have been obtained for $f(x)=x^{2}$, $p(x)=1 / \sqrt{2 \pi} e^{-x^{2} / 2}, N=2$ to 36 . They are indicated in Table II on page 12.

A $\log -\log$ plot of distortion vs number of output levels appears in Fig. 1. This curve is not a straight line. The tangent to the curve at $N=36$ has the equation $D=$ $1.47 N^{-1.74}$. A log-log plot of output level spacing vs number of outputs for the equal spacing which yields lowest distortion is shown in Fig. 4. This curve is also not a straight line. Lastly, a plot of the ratio of the distortion for the optimum quantizer to that for the optimum equally spaced level quantizer can be seen in Fig. 5.

## Key to the Tables

The numbering system for the table of output levels, $y_{i}$, and input interval end points, $x_{i}$, for the minimum mean-squared error quantization scheme for inputs with a normal amplitude probability density with standard deviation unity and mean zero is as follows:

For the number of output levels, $N$, even, $x_{1}$ is the first end point of an input range to the right of the origin. An input between $x_{i}$ and $x_{i+1}$ produces an output $y_{i}$.
For the number of output levels, $N$, odd, $y_{1}$ is the smallest non-negative output. An input between $x_{i-1}$ and $x_{i}$ produces an output $y_{i}$.

This description, illustrated in Fig. 6, is sufficient because of the symmetry of the quantizer. The expected squared error of the quantization process and informational entropy of the output of the quantizer are also tabulated for the optimal quantizers calculated. ${ }^{2}$ (If $p_{k}$ is the probability of the $k$ th output, then the informational entropy is defined as $-\sum_{k=1}^{N} p_{k} \log _{2} p_{k}$.)

Table II also pertains to a normally distributed input with standard deviation equal to unity. The meaning of the entries is self-explanatory.

[^2]

Fig. 1-Mean squared error vs number of outputs for optimum quantizer and optimum equally spaced level quantizer. (Minimum mean squared error for normally distributed input with $\sigma=1$.)


Fig. 4-Output level spacing vs number of output levels for equal optimum case. (Minimum mean squared error for normally distributed input with $\sigma=1$.)


Fig. 5-Ratio of error for optimum quantizer to error for optimum equally spaced level quantizer vs number of outputs. (Minimum mean squared error for normally distribured input with $\sigma=1$ ).


Fig. 6-Labeling of input range end points and output levels.for the optimum quantizer. (Short strokes mark output levels and long strokes mark input range end points.)

TABLE I
Parameters for the Optimum Quantizer


Table I, Cont'd


TABLE II
Parameters for the Optimum Equally Spaced Level Quantizer

| Number Output Levels | Output Level Spacing | Mean Squared Error | Informational Entropy |
| :---: | :---: | :---: | :---: |
| 1 | - | 1.000 | 0.0 |
| 2 | 1.596 | 0.3634 | 1.000 |
| 3 | 1.224 | 0.1902 | 1.536 |
| 4 | 0.9957 | 0.1188 | 1.904 |
| 5 | 0.8430 | 0.08218 | 2. 183 |
| 6 | 0.7334 | 0.06065 | 2.409 |
| 7 | 0.6508 | 0.04686 | 2.598 |
| 8 | 0.5860 | 0.03744 | 2.761 |
| 9 | 0.5338 | 0.03069 | 2.904 |
| 10 | 0.4908 | 0.02568 | 3.032 |
| 11 | 0.4546 | 0.02185 | 3.148 |
| 12 | 0.4238 | 0.01885 | 3.253 |
| 13 | 0.3972 | 0.01645 | 3.350 |
| 14 | 0.3739 | 0.01450 | 3.440 |
| 15 | 0.3534 | 0.01289 | 3,524 |
| 16 | 0.3352 | 0.01154 | 3.602 |
| 17 | 0.3189 | 0.01040 | 3.676 |
| 18 | 0.3042 | 0.009430 | 3.746 |
| 19 | 0.2909 | 0.008594 | 3.811 |
| 20 | 0.2788 | 0.007869 | 3.874 |
| 21 | 0.2678 | 0.007235 | 3.933 |
| 22 | 0.2576 | 0.006678 | 3.990 |
| 23 | 0.2482 | 0.006185 | 4.045 |
| 24 | 0.2396 | 0.005747 | 4.097 |
| 25 | 0.2315 | 0.005355 | 4.146 |
| 26 | 0.2240 | 0.005004 | 4.194 |
| 27 | 0.2171 | 0.004687 | 4.241 |
| 28 | 0.2105 | 0.004401 | 4.285 |
| 29 | 0.2044 | 0.004141 | 4.328 |
| 30 | 0.1987 | 0.003905 | 4.370 |
| 31 | 0.1932 | 0.003688 | 4.410 |
| 32 | 0.1881 | 0.003490 | 4.449 |
| 33 | 0.1833 | 0.003308 | 4.487 |
| 34 | 0.1787 | 0.003141 | 4.524 |
| 35 | 0.1744 | 0.002986 | 4.560 |
| 36 | 0.1703 | 0.002843 | 4.594 |


[^0]:    * Manuscript received by the PGIT, September 25, 1959. This work was performed by the Lincoln Lab., Mass. Inst. Tech., Lexington, Mass., with the joint support of the U. S. Army, Navy, and Air Force.
    $\dagger$ Lincoln Lab., Mass. Inst. Tech., Lexington, Mass.

[^1]:    ${ }^{1}$ Obtaining explicit solutions to the quantizer problem for a nontrivial $p(x)$ is easily the most difficult part of the prohlem. The problem may be solved analytically where $p(x)=1 / \sqrt{2 \pi} e-x^{2} / 2$ only for $N=1, N=2$. For $N=1, x_{1}=-\infty, y_{1}=0, x_{2}=+\infty$. For $N=2, x_{1}=-\infty, y_{1}=-\sqrt{2 / \pi}, x_{2}=0, y_{2}=\sqrt{2 / \pi}, x_{3}=+\infty$, ( $\sqrt{2 / \pi}$ is the centroid of the portion of $1 / \sqrt{2 \pi} e-x^{2} / 2$ between the origin and $+\infty$.) For $N \geqq 3$, some sort of numerical estimation is required. A somewhat different approach, which yields results somewhat short of the optimum, is to be found in V. A. Gamash, "Quantization of signals with non-uniform steps," Electrosuyaz, vol. 10, pp. 11-13; October, 1957.

[^2]:    ${ }^{2}$ The values of informational entropy given show the minimum average number of binary digits required to code the quantizer output. It can be seen from the tables that this number is always a. rather large fraction of $\log _{2} N$, and in most cases quite near 0.9 $\log _{g} N . \operatorname{In}$ the cases where $N=2^{n}, n$ an integer, a simple $n$ binary digit code for the outputs of the quantizer makes near optimum use of the digital transmission capacity of the system.

