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Abstract

Many natural problems in quantum computing involve constructing a quantum state or
implementing a unitary transformation. However, relatively little is known about the com-
putational complexity of these problems compared to that of computing boolean functions.
In this thesis we do the following:

• We prove upper bounds on the complexity of constructing arbitrary states and imple-
menting arbitrary unitaries with the help of a classical oracle.

• We prove bounds on the complexity of computing parity in QAC0, a quantum analogue
of AC0, by way of a reduction to the task of constructing a certain type of state.

• We prove upper bounds on the circuit size and depth required to construct arbitrary
states and implement arbitrary unitaries, in various quantum circuit models. Many of
these bounds are tight.

• We define models of interactive proofs for constructing states and implementing unitaries
with the help of an untrusted prover. We prove a quantum state analogue of the inclusion
PSPACE ⊆ QIP, and obtain somewhat analogous results for unitaries and with multiple
entangled provers.

• We present barriers to improving several of the above results.
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Chapter 1

Introduction

Why a four-year-old child could understand this report! Run out
and find me a four-year-old child, I can’t make head or tail out of it.

Groucho Marx in Duck Soup

1.1 Quantum states and unitaries

One of the most basic tasks in computer science is to compute a given boolean function
f : {0, 1}∗ → {0, 1}∗, where {0, 1}∗ denotes the set of finite strings of zeros and ones. This
task was formalized by Turing [97] in the 1930s, and captures many problems that arise
in practice since any countable set can be identified with a subset of {0, 1}∗. However
not all computational problems can be expressed as simply computing a boolean function.
For example, a search problem is described by a relation R ⊆ {0, 1}∗ × {0, 1}∗, where on
input x ∈ {0, 1}∗ the goal is to output some string y such that (x, y) ∈ R. Applications
such as Monte Carlo methods [68] and randomized algorithms more generally [78] motivate
the study of sampling problems, where the goal is to output a sample from a particular
distribution over {0, 1}∗ given independent uniform random bits.

Other examples of computational problems besides computing boolean functions arise
in quantum computing. Although first suggested by Feynman [44] and Deutsch [40] in the
1980s, quantum computing did not receive widespread attention among the theoretical com-
puter science community until the 1990s, when Shor [92] proved that quantum computers
can efficiently factor integers. Since then, the nascent field of quantum complexity theory
has mostly focused on bounding the resources required for quantum computers to compute
boolean functions, or to perform other tasks that (perhaps with a loss in efficiency) classical
computers can perform as well.

However there are also tasks that can only be performed on a quantum computer. Be-
fore describing these tasks we first give a high-level overview of quantum computing. An
n-qubit quantum state is analogous to a probability distribution over {0, 1}n, except that
each n-bit string is associated with a complex number instead of a nonnegative real number.
The squared magnitudes of these complex numbers are required to form a probability distri-
bution, i.e. they must sum to 1. The laws of quantum mechanics require that any physically
realizable mapping from input states to output states be linear (excepting measurements),

1



CHAPTER 1. INTRODUCTION 2

i.e. it must be a unitary transformation.1 By identifying bit-strings with quantum states
and identifying boolean functions with unitary transformations in a standard way, a hypo-
thetical working quantum computer can simulate any classical computation with no loss in
efficiency. The power of quantum computers comes from their ability to manipulate quan-
tum states that do not simply encode classical strings, and to apply unitary transformations
that do not simply encode boolean functions.

When the overall goal is to compute a boolean function, classical and quantum com-
puters are equivalent in terms of computability, because a classical computer can simulate
any quantum computation with an exponential blowup in time (e.g. BQP ⊆ EXP). How-
ever quantum computers can also perform tasks where the input and/or output is itself
a quantum state that is not necessarily the encoding of a string. Even though a quan-
tum state collapses to a string when measured (informally, when observed by a human),
a computational task with a quantum output can still be interesting as a subroutine for
computing a boolean function, or as part of a multi-round protocol where the output state
of one round is not immediately measured. Such protocols arise in quantum cryptography
for example [69], or whenever a quantum state is exchanged between two parties.

Some motivating examples are as follows. Decoders for quantum error-correcting codes
transform noise-corrupted states into noise-free states [71]. Hamiltonian simulation algo-
rithms implement unitaries that describe the evolution of physical systems [44]. Hawking
radiation from a black hole is a quantum state, and decoding it requires implementing
a unitary transformation [54]. The second step in the Linear Combinations of Unitaries
(LCU) [23, 32] framework in quantum algorithms is to implement the associated unitaries
in superposition. Algorithms for quantum state tomography [37] take as input copies of a
quantum state, and output an approximation of some portion of the classical description of
that state.

Sometimes the input is promised to be the all-zeros state, and the goal is to output
a particular quantum state |ψ⟩. We refer to this as the task of constructing |ψ⟩, and it
is a generalization of sampling problems. For example, states such as quantum money [2]
and quantum pseudorandom states [61] are used in quantum cryptographic protocols. Vari-
ational quantum eigensolvers are algorithms that prepare ground states of physical sys-
tems [30]. Applying a Hamiltonian simulation algorithm on the all-zeros input can be used
to study the long-term dynamics of that Hamiltonian [95]. The first step in the Linear
Combinations of Unitaries (LCU) [23, 32] framework in quantum algorithms is to construct
a state encoding the coefficients of that linear combination. If a family of states called
QSampling states can be prepared in quantum polynomial time, then SZK ⊆ BQP [3, 7].

These examples are representative of the progress that has been made in recent years
toward understanding the complexity of certain types of states and unitaries, motivated
by specific applications. However there is little in the way of a general theory of quantum
state and unitary complexity like there is for boolean functions. By this we mean that
boolean functions are not studied in isolation, but are instead grouped into well-motivated
classes such as P,NP,BQP and so on; relationships between these classes are proved or
conjectured, complete problems are often found, and this structure provides a framework
in which to describe the complexity of any particular function of interest. A 2016 survey
by Aaronson [3] arguably marks the beginning of quantum state and unitary complexity as
a unified field, and this thesis is a continuation of that line of work.

1Strictly speaking, unitaries are less general than quantum channels for a given input size, but by Stine-
spring’s dilation theorem [35] any channel can be simulated by a unitary transformation on at most double
the number of qubits.
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Constructing a quantum state or implementing a unitary transformation requires over-
coming a number of obstacles that do not arise when computing a boolean function. For
example, an n-qubit state

∑
x∈{0,1}n αx|x⟩ is comprised of 2n complex amplitudes αx, mak-

ing it an exponentially more complicated object than an n-bit string. Similarly an n-qubit
unitary is comprised of 2n×2n = 4n complex numbers, whereas the truth table of a function
f : {0, 1}n → {0, 1} consists of “only” 2n bits. When implementing a unitary transforma-
tion, by the no-cloning theorem [36] it is impossible to copy or obtain a classical description
of the input state, and even learning anything about the input state disturbs it.2

1.1.1 Ancillae

Another challenge is to reset any ancilla qubits to the all-zeros state at the end of the
computation. Ancillae are extra workspace qubits that may be used by a quantum circuit,
in addition to the input/output qubits. More formally we adopt the following definitions:

Definition 1.1.1 (Constructing a state and implementing a unitary transformation, cleanly
or non-cleanly). An (n + a)-qubit circuit C cleanly constructs an n-qubit state |ψ⟩ if
C|0n+a⟩ = |ψ⟩|0a⟩, and C non-cleanly constructs |ψ⟩ if C|0n+a⟩ = |ψ⟩|ϕ⟩ for some a-qubit
state |ϕ⟩. Similarly C cleanly implements an n-qubit unitary U if C|ψ⟩|0a⟩ = U |ψ⟩ ⊗ |0a⟩
for all n-qubit states |ψ⟩, and C non-cleanly implements U if there exists an a-qubit state
|ϕ⟩ such that for all n-qubit states |ψ⟩ it holds that C|ψ⟩|0a⟩ = U |ψ⟩⊗ |ϕ⟩.3 In all of these
tasks the last a qubits are referred to as ancillae, and |ϕ⟩ is referred to as a garbage state.

One motivation for resetting ancillae to the all-zeros state is so that they can subse-
quently be used as ancillae for a different task. Another motivation is so that multiple
similar tasks can be performed in superposition. For example, suppose that U0 and U1 are
n-qubit unitaries and we wish to implement the unitary U = |0⟩⟨0| ⊗ U0 + |1⟩⟨1| ⊗ U1. If
C0 and C1 are (n + a)-qubit circuits that cleanly implement U0 and U1 respectively, then
by linearity the circuit |0⟩⟨0| ⊗ C0 + |1⟩⟨1| ⊗ C1 cleanly implements U , i.e.

(|0⟩⟨0| ⊗ C0 + |1⟩⟨1| ⊗ C1)|ψ⟩|0a⟩ = U |ψ⟩ ⊗ |0a⟩

for all (n+ 1)-qubit states |ψ⟩. But if C ′
0 and C ′

1 are (n+ a)-qubit circuits that non-cleanly
implement U0 and U1 respectively, with distinct garbage states |ϕ0⟩ and |ϕ1⟩, then(
|0⟩⟨0| ⊗ C ′

0 + |1⟩⟨1| ⊗ C ′
1

)
|ψ⟩|0a⟩ = (|0⟩⟨0| ⊗ U0)|ψ⟩ ⊗ |ϕ0⟩+ (|1⟩⟨1| ⊗ U1)|ψ⟩ ⊗ |ϕ1⟩

for all (n + 1)-qubit states |ψ⟩; thus the circuit |0⟩⟨0| ⊗ C ′
0 + |1⟩⟨1| ⊗ C ′

1 does not even
non-cleanly implement U , because the ancillae are entangled with the input/output register
at the end of the computation.

Therefore ideally all of our upper bounds should hold for clean computations, and all of
our lower bounds should hold for non-clean computations (which generalize clean compu-
tations), although we will not always achieve this.

It is well known that clean- and non-clean computations are equivalent for boolean
functions, as shown in Fig. 1, but this approach does not generalize to operations with

2Analogously, given one sample from a probability distribution, there is no general procedure to generate
independent samples from that same distribution.

3The requirement that |ϕ⟩ be independent of |ψ⟩ is without loss of generality, because if C|ψ1⟩|0a⟩ =
U |ψ1⟩ ⊗ |ϕ1⟩ and C|ψ2⟩|0a⟩ = U |ψ2⟩ ⊗ |ϕ2⟩, then by linearity the state C(|ψ1⟩+ |ψ2⟩)|0a⟩ can only factor
as the tensor product of U(|ψ1⟩+ |ψ2⟩) and an a-qubit state if |ϕ1⟩ = |ϕ2⟩.
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|x⟩

C C†

|x⟩

|0a⟩ |0a⟩

|0m⟩ |0m⟩

|y⟩ |y ⊕ f(x)⟩

Figure 1: Let f : {0, 1}n → {0, 1}m. If there
exists an a-qubit state |ϕ⟩ such that C|x, 0a+m⟩ =
|x⟩|ϕ⟩|f(x)⟩ for all x ∈ {0, 1}n, then the circuit
pictured here cleanly computes f .

a quantum output because by the no-cloning theorem such an output cannot be copied.
Aaronson [3, Question 3.3.2] posed the question of finding a state that is easier to construct
non-cleanly than to construct cleanly, and we pose the same question for unitaries:

Open Problem 1. Find a unitary that is “easier” to implement non-cleanly than to
implement cleanly, according to some reasonable choice of complexity measure, or prove
that no such unitary exists.

Throughout this Introduction, results will be stated to varying degrees of formality,
and results of ours that are stated here informally will be restated formally in subsequent
chapters. In particular we will mostly avoid specifying metrics for approximation error here.
For upper bounds for constructing states and implementing unitaries, we usually consider
error in the 2-norm (for pure states), operator 2-norm (for unitaries), or trace norm (for
mixed states), and for lower bounds we usually consider related inner products (e.g. fidelity).

1.2 Reductions to boolean function complexity

Before proceeding further it is natural to ask: can questions about the complexity of quan-
tum states and unitaries be reduced to questions about the complexity of boolean functions?
After all, boolean function complexity has been studied for decades whereas quantum state
and unitary complexity is a very young field. One facet of this question was posed by Aaron-
son and Kuperberg [6] in 2007 and named the “unitary synthesis problem” by Aaronson [3]
in 2016:

Open Problem 2 (The unitary synthesis problem [3, 6]). Is there a polynomial-time
quantum algorithm A such that for every unitary U , there exists a classical oracle f such
that Af approximately implements U?

We can also ask the analogous question for quantum states, although as we will explain
shortly this question has been resolved in the affirmative:

Question 1.2.1 (The state synthesis problem [3]). Is there a polynomial-time quantum
algorithm A such that for every state |ψ⟩, there exists a classical oracle f such that Af

approximately constructs |ψ⟩?

There are actually two versions of each of these questions, depending on whether or not
the construction of |ψ⟩ or implementation of U is required to be clean. By Af we mean A
with query access to the boolean function f , where queries can be made in superposition
and may be adaptive. We refer to (not necessarily polynomial-time) upper bounds for
Question 1.2.1 and Open Problem 2 as state synthesis algorithms and unitary synthesis
algorithms respectively.
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We can require f to have just one output bit without loss of generality, for reasons that
will be explained in Section 2.1 when we define the quantum query model. The requirement
that all queries be to the same function f is also without loss of generality, because if the
j’th query is to a function fj then the function (j, x) 7→ fj(x) can simulate all queries. The
requirement that a single algorithm A work for all states |ψ⟩ or unitaries U is also without
loss of generality, up to an additive constant blowup in the number of queries. This is
because if C is a quantum circuit and f is a boolean function such that Cf approximately
constructs |ψ⟩ or implements U , then A can first query the description of C, then simulate
Cf controlled on the description of C (assuming query access to f), and finally perform
one more query to uncompute the description of C if a clean computation is desired. In the
case where C makes no queries, this implies one-query non-clean and two-query clean state
and unitary synthesis algorithms, but these algorithms are not time-efficient because most
states and unitaries require exponentially large circuits as we will explain in Section 1.3.4.

Applications of state synthesis algorithms will appear throughout this thesis. As ex-
plained in a survey by Aaronson [1], the unitary synthesis problem has applications in areas
such as the nonabelian hidden subgroup problem [41], decoding Hawking radiation [3, 54],
and quantum copy-protection and quantum money [2]; in all of these cases the goal is to
implement some unitary transformation U , and a positive solution to the unitary synthesis
problem (with, say, an oracle f ∈ PSPACE) would imply a small quantum circuit for U
assuming a dramatic collapse of complexity classes (such as BQP = PSPACE).

Question 1.2.1 asks whether upper bounds for boolean functions imply upper bounds
for constructing quantum states. We pose (but do not investigate) the converse question:

Open Problem 3 (Reverse state synthesis problem). Is there a polynomial-time quantum
algorithm A such that for every function f : {0, 1}n → {0, 1}, there exists a state |ψ⟩ such
for every unitary U that constructs |ψ⟩ it holds that Actrl-U approximately computes f?

By Actrl-U we mean A with query access to controlled-U and controlled-U †. The special
case where A makes just one query to U on the all-zeros state at the start of the algorithm
is captured by the class BQP/qpoly, consisting of functions computable by a bounded-
error polynomial-time quantum algorithm with quantum advice. Aaronson and Drucker [4]
proved that BQP/qpoly = YQP/poly, or in other words trusted quantum advice can be
simulated by untrusted quantum advice along with trusted classical advice. Therefore
Open Problem 3 can be interpreted as asking whether the ability to construct a state
|ψ⟩ yields more power than simply being given a copy of |ψ⟩. The analogous “reverse
unitary synthesis problem” is uninteresting, because any boolean function f can trivially
be computed by making one query to a unitary that encodes f .

In Section 1.2.1 we present a polynomial-time state synthesis algorithm using just one
query, and in Section 1.2.2 we present an Õ

(
2n/2

)
-time unitary synthesis algorithm. Finally

in Section 1.2.3 we present a matching Ω(2n/2) query lower bound for a certain class of
unitary synthesis algorithms, including the algorithm used to achieve our upper bound; thus
new ideas are needed in order to make further progress on the unitary synthesis problem.
Throughout we present comparisons to previous work, proof sketches, and open problems.

1.2.1 Upper bound for state synthesis

Recall that there is a trivial exponential-time state synthesis algorithm, making one query
for a non-clean construction or two queries for a clean construction. The following algorithm
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Algorithm Queries Size Space Error Uniform Clean

Trivial
1

exp exp 1/exp yes
no

2 yes

Theorem 1.2.2 poly poly poly 1/exp yes yes

Theorem 1.2.3
1

exp poly
1/poly

no
no

2 1/exp yes

Theorem 1.2.4
(this thesis)

1
poly poly 1/exp yes

no
4 yes

Figure 2: Comparison of state synthesis algorithms.

improves on the trivial algorithm by running in polynomial time, but at the expense of
requiring a super-constant number of queries:

Theorem 1.2.2 (Aaronson [3, Proposition 3.3.5]). There is a uniform sequence (Cn)n of
poly(n)-size quantum circuits, each making O(n) queries to a classical oracle, such that for

every n-qubit state |ψ⟩ there exists a classical oracle f such that Cfn cleanly constructs |ψ⟩
to within exponentially small error.

Theorem 1.2.2 generalizes a similar result of Grover and Rudolph [50]. The following
algorithm also improves on the trivial algorithm, by running in polynomial rather than
exponential space, without an increase in the number of queries:

Theorem 1.2.3 (Irani, Natarajan, Nirkhe, Rao and Yuen [59, Theorems 1.3 and 1.4]).
There is a nonuniform sequence (Cn)n of poly(n)-qubit quantum circuits, each making one
(resp. two) queries to a classical oracle, such that for every n-qubit state |ψ⟩ there exists a

classical oracle f such that Cfn non-cleanly (resp. cleanly) constructs |ψ⟩ to within polyno-
mially (resp. exponentially) small error.

However Theorem 1.2.3 does not give an upper bound on the circuit size required to
implement the non-query operations, besides the trivial exponential upper bound, and these
circuits are nonuniform. Furthermore in the one-query version of Theorem 1.2.3, the ap-
proximation error is inverse polynomial rather than inverse exponential.

We prove the following upper bound, stated here informally:

Theorem 1.2.4. There is a uniform sequence (Cn)n of poly(n)-size quantum circuits, each
making one (resp. four) queries to a classical oracle, such that for every n-qubit state |ψ⟩
there exists a classical oracle f such that Cfn non-cleanly (resp. cleanly) constructs |ψ⟩ to
within exponentially small error.

Fig. 2 compares all of these algorithms, of which ours is the only one that runs in
polynomial time using a constant number of queries. Our result answers questions posed by
Aaronson [3, Question 3.3.6] and Irani et al. [59, Section 7], who collectively asked whether
there exists a polynomial-time one-query state synthesis algorithm with exponentially small
error. The non-clean algorithm from Theorem 1.2.4 is a common improvement on all of the
other non-clean algorithms mentioned in Fig. 2, but the clean algorithm from Theorem 1.2.4
makes two more queries than are made by some of the other clean algorithms mentioned in
Fig. 2. This raises the following question:

Open Problem 4. For the clean version of the state synthesis problem, what is the optimal
tradeoff between the complexity measures referred to in Fig. 2?
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The proof of Theorem 1.2.4 goes roughly as follows. For simplicity, in this proof sketch
we allow the circuit (as opposed to just the oracle) to depend on the state |ψ⟩ being
constructed. Call a state of the form C · 2−n/2

∑
x∈{0,1}n ±|x⟩ where C is a Clifford unitary

a “Clifford times phase state”. Irani, Natarajan, Nirkhe, Rao and Yuen [59] proved that
every state has fidelity Ω(1) with some Clifford times phase state, and observed that Clifford
times phase states can be efficiently constructed with one query. (More generally this holds
for C from any 2-design.) Thus all that remains is to decrease the approximation error.

We recursively define |ϕk⟩ for k ≥ 0 as a Clifford times phase state that has fidelity

Ω(1) with
(
|ψ⟩ −

∑k−1
j=0 cj |ϕj⟩

)
/
∥∥∥|ψ⟩ −∑k−1

j=0 cj |ϕj⟩
∥∥∥, for appropriately chosen coefficients

c0, c1, . . . tending to zero. We show that
∑k−1

j=0 cj |ϕj⟩ is a good approximation of |ψ⟩ for
sufficiently large k. Furthermore, using Linear Combinations of Unitaries (LCU) [23, 32]
we can construct this approximation of |ψ⟩ with constant success probability. Finally we
increase the success probability either by parallel repetition (in the one-query version of
the theorem), with parallel queries merged into a single query, or by a hybrid of parallel
repetition and amplitude amplification (in the four-query version).

We pose the question of whether a similar error reduction procedure exists for the unitary
synthesis problem (Open Problem 2):

Open Problem 5. Assume there exists a polynomial-time unitary synthesis algorithm,
but for some relatively weak notion of approximation (e.g. 0.1 error in the operator 2-norm
or in the normalized Frobenius norm). Does this imply a polynomial-time unitary synthesis
algorithm with exponentially small error?

A challenge to generalizing the above approach from state synthesis to unitary synthesis
is that if we define Vj analogously to |ϕj⟩, then the remainder U −

∑k−1
j=0 cjVj might be

far from unitary (even up to rescaling) in which case we might not be able to define Vk
appropriately.

Finally, we remark that Theorem 1.2.2 (or the clean version of Theorem 1.2.4) implies
that the clean and non-clean versions of the unitary synthesis problem are equivalent. This
is because a solution to the clean version of the state synthesis problem can be used to un-
compute the garbage state following a non-clean solution to the unitary synthesis problem.

1.2.2 Upper bound for unitary synthesis

We prove the following:

Theorem 1.2.5. There is a uniform sequence (Cn)n of Õ
(
2n/2

)
-size quantum circuits, each

making O
(
2n/2

)
queries to a classical oracle, such that for every n-qubit unitary U there

exists a classical oracle f such that Cfn cleanly implements U to within exponentially small
error.

As we will explain in Section 1.3, every n-qubit unitary can be implemented by a circuit
of size Õ

(
22n
)

over a finite gate set, so Theorem 1.2.5 improves on the trivial algorithm by
a quartic factor. Irani et al. [59, Section 7.2] also observed that with postselection there is
a polynomial-time solution to the unitary synthesis problem, using the Choi–Jamio lkowski
isomorphism and quantum teleportation.

Our proof of Theorem 1.2.5 involves a reduction from the task of implementing a unitary
U to that of implementing what we call a “U -qRAM”:
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Definition 1.2.6 (U -qRAM). Given an n-qubit unitary U , call a unitary A acting on
m ≥ 2n qubits a U -qRAM if A|x, 0m−n⟩ = |x⟩ ⊗ U |x⟩ ⊗

∣∣0m−2n
〉

for all x ∈ {0, 1}n.

More generally, qRAMs are unitaries that map |i⟩|0 . . . 0⟩ to |i⟩|ψi⟩ for all i ∈ I, given an
index set I and states (|ψi⟩)i∈I [46]. Informally, controlled on an input string x ∈ {0, 1}n, a
U -qRAM cleanly constructs the corresponding output state U |x⟩ of U in a separate register;
if this separate register is not initialized to the all-zeros state then a U -qRAM’s behavior is
unspecified (subject to unitarity). Using a zero-error variant of Grover search we prove the
following, where by CA we mean C with A and A† oracles:

Theorem 1.2.7. There is a uniform family (Cn,m)n,m for m ≥ 2n of quantum circuits, each
making O

(
2n/2

)
queries to an m-qubit quantum oracle, such that for all n-qubit unitaries

U and all m-qubit U -qRAMs A it holds that CAn,m cleanly, exactly implements U .

To see why Theorem 1.2.7 is nontrivial, suppose that we wish to apply a unitary U
on the input state

∑
x∈{0,1}n αx|x⟩. A natural first step is to query a U -qRAM to obtain

the state
∑

x∈{0,1}n αx|x⟩ ⊗ U |x⟩. But now to obtain U
∑

x∈{0,1}n αx|x⟩, it is necessary to
uncompute |x⟩ in superposition controlled on U |x⟩.

For simplicity we have omitted from Theorem 1.2.7 a bound on the circuit complexity of
Cn,m. Such a bound will be given in Section 2.4.1, and in particular when m = poly(n) the
size of Cn,m is Õ

(
2n/2

)
. Theorem 1.2.5 follows because the clean version of Theorem 1.2.4

trivially generalizes from constructing states to implementing poly(n)-qubit U -qRAMs. We
remark that Theorem 1.2.2 would also be suitable for this purpose, up to a poly(n) factor
blowup in the number of queries, but the non-clean version of Theorem 1.2.4 would not be
suitable for reasons discussed in Section 1.1.1.

1.2.3 Lower bound for unitary synthesis

We prove a matching Ω
(
2n/2

)
query lower bound for Theorem 1.2.7 when U is Haar random

and the U -qRAM A is defined appropriately:

Theorem 1.2.8. For all sequences of quantum circuits (Cn)n making o
(
2n/2

)
queries to a

2n-qubit quantum oracle, with probability 1 − o(1) over a Haar random n-qubit unitary U ,
there exists a 2n-qubit U -qRAM A such that CAn is (in some sense) almost maximally far
from implementing U , even non-cleanly.

Since any U -qRAM tensored with the identity is also a U -qRAM, we may replace “2n-
qubit” with “m-qubit” in Theorem 1.2.8 for any m ≥ 2n. However, some restrictions on A
are still necessary for a lower bound such as Theorem 1.2.8 to hold, at least if we allow A
to act on more than 2n qubits. For example, the unitary A defined by

∀x, y ∈ {0, 1}n, b ∈ {0, 1} : A|x, y, b⟩ =

{
|x⟩ ⊗ U |x⊕ y⟩ ⊗ |0⟩ if b = 0

U |x⟩ ⊗ |y⟩ ⊗ |1⟩ if b = 1

is a U -qRAM, and can trivially be used to implement U when applied with b = 1.
It is well known that unstructured search on a list of length N requires Ω(

√
N) quantum

queries [80], but this does not immediately imply that Theorem 1.2.7 is tight, since there also
exist algorithms that do not simulate unstructured search. As we will explain more precisely
when we prove Theorem 1.2.8, it also takes Ω(

√
N) quantum queries to compute σ−1(1)

given query access to a permutation σ of {1, . . . , N} [10, 79], and this almost immediately
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implies an Ω
(
2n/2

)
lower bound for Theorem 1.2.7 when U is a permutation matrix and

A is defined appropriately. However this example is unsatisfying if our ultimate goal is to
prove lower bounds for the unitary synthesis problem, since n-qubit permutation matrices
can be efficiently implemented with two queries (on input x, first query σ(x), and then use
one more query to uncompute x controlled on σ(x)). In contrast, if any family of unitaries
is hard to implement in the sense of the unitary synthesis problem, then Haar random
unitaries are also hard to implement for the following reason:

Observation 1.2.9. Any fixed unitary U can be written as U = UR · R† pointwise where
R is Haar random, so since UR and R† are also Haar random, the task of implementing U
reduces to that of successively implementing two (dependent) Haar random unitaries.

This reduction, along with the U -qRAM from our proof of Theorem 1.2.5 as discussed
in Section 1.2.2, shows that an o

(
2n/2

)
upper bound for Theorem 1.2.7 in the case where U

is Haar random would imply an o
(
2n/2

)
upper bound for the unitary synthesis problem in

the general case. (Provided that in this hypothetical improvement to Theorem 1.2.7, the
complexity of the non-query operations is not too large.) However, Theorem 1.2.8 rules out
this approach.

On the other hand, Theorem 1.2.8 does not rule out the possibility of obtaining a tighter
upper bound for the unitary synthesis problem by reducing to some other qRAM:

Open Problem 6. Is there a sequence (Cn)n of quantum circuits, each making o
(
2n/2

)
queries to a (p(n) + q(n))-qubit quantum oracle where p(n), q(n) = poly(n), such that for
all n-qubit unitaries U there exists a family of q(n)-qubit states Ψ = (|ψx⟩)x∈{0,1}p(n) such

that for all Ψ-qRAMs A it holds that CAn implements U?

If Ψ = (|f(x)⟩)x∈{0,1}p(n) for some function f : {0, 1}p(n) → {0, 1}, then plugging any
Ψ-qRAM into Fig. 1 yields a clean computation of f , so Open Problem 6 is essentially
a rephrasing of the unitary synthesis problem with a more modest runtime requirement.4

However, this rephrasing suggests an approach to proving lower bounds for the unitary
synthesis problem by considering increasingly general classes of state families Ψ.

We prove Theorem 1.2.8 by using Observation 1.2.9 to reduce to the previously men-
tioned lower bound for the case where U is a permutation matrix.

1.3 Quantum circuit complexity of states and unitaries

A central goal of computational complexity theory is to prove lower bounds on the time
required for a Turing machine to compute a given boolean function. One approach lies in
the fact that if a function f : {0, 1}∗ → {0, 1} can be computed in time T (n), then it can
also be computed by a sequence of DeMorgan circuits (Cn)n of size O(T (n) log T (n)) [12].
In other words the circuit Cn : {0, 1}n → {0, 1} consists of O(T (n) log T (n)) AND, OR and
NOT gates and computes f on inputs of length n. This motivates the field of circuit com-
plexity [64], which studies the resources required for circuits to compute explicit boolean
functions. Although in 1949 Shannon [90] proved by a counting argument that most func-
tions f : {0, 1}n → {0, 1} require DeMorgan circuit size at least 2n/n, it remains an open
problem to find an explicit function f that requires even superlinear-size DeMorgan circuits,

4Invoking Fig. 1 is necessary, because on input |x, 1⟩ a Ψ-qRAM might output ϕx|x, 1⊕ f(x)⟩ for some
unit-magnitude complex number ϕx ̸= 1.
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so research in circuit complexity has instead focused on proving lower bounds in restricted
circuit classes.

The above motivation applies to quantum circuit complexity as well; in particular, se-
quences of quantum circuits of size O(T (n)2) can simulate time-T (n) quantum Turing ma-
chines [77, 104]. Another motivation for studying quantum circuit complexity is that, even
more so than in classical computing, quantum circuits are a much cleaner model of com-
putation to analyze than quantum Turing machines are. We will focus in particular on
low-depth quantum circuits. Low-depth circuits are a model of fast parallel computation,
and this is especially important in the quantum case, because quantum computations need
to be fast relative to the decoherence time of the qubits in order to avoid error.

In Sections 1.3.1 and 1.3.2 we define and motivate various quantum circuit classes and
complexity measures. In Section 1.3.3 we present upper and lower bounds on the complexity
of computing the parity function in a class called QAC0, by reducing to the task of con-
structing a certain type of quantum state. In Section 1.3.4 we present bounds on the circuit
complexity of “worst-case” states and unitaries, according to various complexity measures.
Finally in Section 1.3.5 we present a barrier to proving low-depth quantum circuit lower
bounds for constructing explicit states.

1.3.1 The basics

The following quantum circuits are analogous to DeMorgan circuits:

Definition 1.3.1 (QNC circuits). A QNC circuit is a quantum circuit consisting of one-
qubit and CNOT gates.

The name “QNC circuit” is nonstandard but is in keeping with the names of other clas-
sical and quantum circuit classes that we will discuss. Analogously to DeMorgan circuits,
QNC circuits with roughly 4n gates can exactly implement any n-qubit unitary transfor-
mation [80], and this upper bound is tight by a dimension-counting argument. However
there are uncountably many one-qubit gates, so it is impossible to provide a finite classical
description of a QNC circuit. Furthermore it is not physically realistic to directly implement
an arbitrary one-qubit gate in a lab. This motivates the following definition, where SU(2k)
denotes the group of k-qubit unitary transformations with determinant 1:

Definition 1.3.2 (Universal gate sets). A set G ⊆ SU(2k) is a universal gate set if |G| is
finite and the group generated by G is dense in SU(2k).

The restriction to unitaries with determinant 1 is without loss of generality, since a
global phase does not have physical significance. Universal gate sets exist [80], and circuits
over any universal gate set can efficiently approximately simulate arbitrary QNC circuits:

Theorem 1.3.3 (The Solovay-Kitaev theorem5 [26, 38]). Let G ⊆ SU(2k) be a universal
gate set. Then for all ε > 0, and all QNC circuits C with determinant 1 that consist of
s gates and act on at least k qubits, there exists a circuit C ′ consisting of s · poly log(s/ε)
gates from G (this can be improved to O(s log(s/ε)) for certain universal gate sets G [55])
such that ∥C ′ − C∥ ≤ ε.

5The original statement of the Solovay-Kitaev theorem [38] required G to be closed under inverses, but
Bouland and Giurgică-Tiron [26] showed that this is not necessary. The references that we cite here only
state the s = 1 case of the theorem, but the general case follows immediately by Eq. (2.1.3).
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Here ∥ · ∥ denotes the operator 2-norm. In particular, when s ≤ exp(poly(n)) and
ε ≥ exp(−poly(n)) the multiplicative poly log(s/ε) blowup in size is poly(n). This justifies
QNC circuits as a model of computation. When we refer to a “quantum circuit” without
specifying the type of circuit—as we have done, for example, in Section 1.2—we implicitly
mean QNC circuits or circuits over a universal gate set.

One measure of the complexity of a quantum circuit is the number of ancillae, which we
have discussed in Section 1.1.1. Two other measures are size and depth:

Definition 1.3.4 (Quantum circuit size and depth). The size of a quantum circuit is the
number of gates that it contains, not counting one-qubit gates. The depth of a quantum
circuit is the number of layers of gates that it contains, not counting layers with only
one-qubit gates.

Our decision not to count one-qubit gates is somewhat nonstandard, but allows for
a cleaner statement of the lower bounds that we will discuss in Section 1.3.3 and does
not significantly affect the statement of any of our upper bounds. A similar justification
underlies the convention of not counting NOT gates toward size and depth in boolean circuit
complexity. In fact, similarly to how we can push all of the NOT gates to the bottom of a
DeMorgan circuit without loss of generality [64], in Section 3.1 we will show how to push
all of the one-qubit gates to the bottom of certain types of quantum circuits without loss
of generality (including QNC circuits). Furthermore size and depth can be interpreted as
measures of the physical reliability and computation time of a quantum circuit respectively,
and in practice multi-qubit gates tend to be less reliable and take more time to apply as
compared to single-qubit gates.

The size of a circuit is trivially at most its depth times number of qubits acted on, so we
will often omit a size parameter from our circuit upper bound statements when it can be
inferred in this way. In particular, in constant-depth circuit classes with unbounded-fanin
gates a circuit can have polynomial “size” yet act on a superpolynomial number of ancillae,
so for these circuit classes we will refer to polynomial-space circuits (which are necessarily
polynomial-size) to denote efficient computation.

The multiplicative poly log(1/ε) blowup in depth from the Solovay-Kitaev theorem is
significant in certain contexts, so we pose the following question:

Open Problem 7. Prove a low-depth version of the Solovay-Kitaev theorem (with ancillae
allowed, and for universal sets of multi -qubit gates so that the ancillae can be accessed).
Relatedly, most circuit upper bounds discussed in the rest of this section concern circuits
with arbitrary one-qubit gates; prove similar results using a universal gate set in place of
these gates.

We will be more interested in quantum circuit lower bounds for approximate computa-
tion than for exact computation, for at least two reasons that are not applicable in boolean
circuit complexity. One reason, which we have already discussed, is that there is some error
inherent in applications of the Solovay-Kitaev theorem anyway. A second reason is that
Jia and Wolf [63] found explicit states and unitaries that require exponential QNC circuit
size to exactly construct and implement. Their proof involves the transcendence degree of
a unitary U , defined as the maximum number of algebraically independent standard-basis
elements of U . Jia and Wolf proved that unitaries implemented by small QNC circuits
have low transcendence degree, while on the other hand there exist explicit unitaries with
high transcendence degree. However their approach does not generalize to lower bounds for
approximately implementing a unitary or constructing a state.
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H H

=
Figure 3: On the left, a generalized Toffoli gate with
the target qubit conjugated by Hadamard gates. On
the right, a generalized Z gate.

∨

=

|x1⟩ X X |x1⟩

|x2⟩ X X |x2⟩

|x3⟩ X X |x3⟩

|b⟩ X
∣∣∣b⊕∨3

j=1 xj

〉 Figure 4: Implementation of an
OR gate in QAC0.

1.3.2 Quantum analogues of AC0

One of the best understood boolean circuit classes is that of AC0 circuits, which are constant-
depth circuits consisting of NOT gates and unbounded-fanin AND and OR gates. A quan-
tum analogue of AC0 was defined by Green, Homer, Moore and Pollett [49], and is one of
the weakest quantum circuit classes that is natural to define:6

Definition 1.3.5 (QAC0 [49]). A QAC circuit is a quantum circuit consisting of arbitrary
one-qubit gates, as well as generalized Toffoli gates of arbitrary arity defined by

|x, b⟩ 7→

∣∣∣∣∣∣x, b⊕
n∏
j=1

xj

〉
for x = (x1, . . . , xn) ∈ {0, 1}n, b ∈ {0, 1},

or equivalently generalized Z gates of arbitrary arity defined by

Z = I − 2|1 . . . 1⟩⟨1 . . . 1|.

(The equivalence between generalized Toffoli and Z gates is illustrated in Fig. 3, and was
observed by Fang, Fenner, Green, Homer and Zhang [42].) A QAC0 circuit is a constant-
depth QAC circuit.

It may seem as if QAC0 circuits can simulate AC0 circuits. After all, generalized Toffoli
gates can simulate unbounded-fanin AND, one-qubit gates can simulate NOT, unbounded-
fanin OR can be obtained from these gates using DeMorgan’s laws (Fig. 4), and we have
already explained how to uncompute the garbage at the end (Fig. 1). The problem is
that AC0 circuits are granted the ability to feed an input bit or the output of a gate into
arbitrarily many subsequent gates at no cost. To emulate this ability in QAC0 it is necessary
to make copies of a classical bit, i.e. to implement the fanout transformation:

Definition 1.3.6 (Fanout, restricted fanout, and QAC0
f [49]). An (n+ 1)-qubit FANOUT

gate maps |b, x⟩ to |b, x⊕ bn⟩ for b ∈ {0, 1}, x ∈ {0, 1}n. We refer to the case where x is

6The even weaker class QNC0 of constant-depth QNC circuits, for example, is easy to prove lower bounds
against by light cone arguments. However for search and sampling problems there are still some interesting
results surrounding this class (see Parham [82] for a survey).
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|x1⟩ |x1⟩
|x2⟩ |x2⟩
|x3⟩ |x3⟩∣∣0k〉 U † D U

∣∣∣∑3
j=1 xj mod m

〉
∣∣0k〉 D

∣∣0k〉∣∣0k〉 D
∣∣0k〉

Figure 5: Implementation of a MODm gate in QAC0
f . Let k = ⌈log(m − 1)⌉, and let V be

the k-qubit unitary transformation such that V |r⟩ = |r + 1 mod m⟩ for 0 ≤ r < m and
V |r⟩ = |r⟩ for m ≤ r < 2k. Let V = UDU † be an eigendecomposition of V , i.e. U,D are
unitary and D is diagonal. A MODm gate should compute

∑
j xj mod m, or equivalently

V
∑

j xj
∣∣0k〉, which equals UD

∑
j xjU †∣∣0k〉. Since m is constant, the unitaries U and D are

fixed, so the pictured circuit can be implemented in QAC0
f by applying the controlled-D

unitaries in parallel.

promised to be 0n as restricted fanout. A QACf circuit is a QAC circuit with fanout gates
of arbitrary arity, and a QAC0

f circuit is a constant-depth QACf circuit.

QAC0
f circuits may be physically realistic in certain quantum computing architectures

such as ion traps [47, 52]. Restricted fanout makes copies of a bit b ∈ {0, 1}, which does
not violate the no-cloning theorem because b is classical. It follows that QAC0

f circuits can
simulate AC0 circuits gate by gate. In fact, QAC0

f circuits are strictly more powerful than AC0

circuits, because polynomial-size QAC0
f circuits can also compute threshold functions [57,

96] whereas AC0 circuits require exponential size to do so [56]. In Fig. 5 we illustrate the
weaker claim that polynomial-size QAC0

f circuits can compute the MODm function for any
constant m [49].

We will say more about QAC0 and QAC0
f circuits shortly, and a survey by Bera, Green

and Homer [22] discusses them in greater detail as well. For now we observe that QAC0

circuits can be efficiently simulated by QNC circuits:

Lemma 1.3.7. Every n-qubit, depth-d QACf circuit can be cleanly simulated by an O(n)-
qubit, depth-O(d log n), size-O(dn) QNC circuit.

In particular, QNC1 circuits (i.e. log-depth QNC circuits) can simulate QAC0
f circuits act-

ing on polynomially many qubits, analogously to how AC0 ⊆ NC1. We perceive Lemma 1.3.7
to be folklore but could not find a reference, so we include a proof in Appendix A.1. It is
an open problem whether the converse statement holds:

Open Problem 8. Can QAC0
f circuits simulate NC1 circuits, or even QNC1 or unbounded-

depth QNC circuits, efficiently or otherwise?

For comparison, Valiant [98] proved that any linear-size NC1 circuit with n input bits
can be simulated by a 2O(n/ log logn)-size depth-3 AC0 circuit [64].
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Figure 6: Equivalence of parity and fanout in QAC0.

1.3.3 Are fanout and parity in QAC0?

Green et al. [49] observed that fanout is equivalent to parity up to conjugation by Hadamard
gates (Fig. 6), and is equivalent to restricted fanout in the sense that if C computes restricted
fanout then the circuit in Fig. 1 computes fanout. This raises the following question:

Open Problem 9 (Green et al. [49]). Can parity (equivalently, fanout and restricted
fanout) be computed by polynomial-size QAC0

f circuits? Or at least by QAC0
f circuits of

arbitrary size?

For comparison, H̊astad famously proved that AC0 circuits require exponential size to
compute parity [19, 56]. But even an exponential-size AC0 circuit for parity such as a CNF
or DNF formula cannot be directly simulated in QAC0, because this simulation requires
implementing fanout to make copies of the input.

We relate Open Problem 9 to quantum state complexity by showing that in QAC0, the
tasks of computing n-qubit parity and fanout are equivalent to that of constructing (a
purification of) the state 1

2 |0
n⟩⟨0n| + 1

2 |1
n⟩⟨1n|. The cat state 1√

2
|0n⟩ + 1√

2
|1n⟩ can be

constructed by applying restricted fanout to the state
(

1√
2
|0⟩+ 1√

2
|1⟩
)∣∣0n−1

〉
, but the

converse direction of this equivalence (which is similar in spirit to Open Problem 3) is less
obvious. Using this equivalence we prove the following result, as well as a generalization to
superconstant-depth QAC circuits which we omit here for simplicity:

Theorem 1.3.8. QAC0 circuits of exponential size and depth 7 can cleanly, approximately
compute parity to within exponentially small error. Furthermore, QAC0 circuits that either

(i) are of a certain specific form that also applies to the circuit from the above upper
bound, but are of subexponential size;

(ii) are of sublinear size;

(iii) or are of depth at most 2;

cannot achieve more than an exponentially small improvement on the trivial 1/2 approxi-
mation of parity, even non-cleanly. Similar results hold for fanout and 1

2 |0
n⟩⟨0n|+ 1

2 |1
n⟩⟨1n|.

The upper bound from Theorem 1.3.8 is the first known upper bound of any size for
approximating parity in a sublogarithmic-depth QAC circuit. (The same holds for other
equivalent tasks that we have mentioned, but for brevity we will leave this equivalence
implicit in the following discussion and just refer to parity.) The following question remains
open however:
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Open Problem 10. Can QAC circuits of depth o(log n) exactly compute n-qubit parity?

Fang et al. [42] proved that QAC circuits with a ancillae require depth at least Ω(log(n/(a+
1))) to compute n-qubit parity, which is nontrivial when a is o(n). Bera [21] used a different
approach to prove something slightly weaker than the a = 0 case of this result. In contrast
the lower bounds in Theorem 1.3.8 hold regardless of the number of ancillae, which may be
much larger than the size of the circuit due to unbounded-arity gates.

Theorem 1.3.8(i) implies that new ideas are needed in order to obtain a subexponential-
size upper bound for approximating parity in QAC0. The “certain specific form” referred
to can be explained as follows. Call a QAC0 circuit “mostly classical” if it equals CLML†

where L is a layer of one-qubit gates, M is a layer of generalized Toffoli gates, and C
consists of a constant number of layers of generalized Toffoli gates. The exponential-size
construction of 1

2 |0
n⟩⟨0n|+ 1

2 |1
n⟩⟨1n| in our proof of Theorem 1.3.8 is achieved by a mostly

classical circuit. On the other hand, we prove that mostly classical QAC0 circuits require
exponential size to approximately construct 1

2 |0
n⟩⟨0n| + 1

2 |1
n⟩⟨1n|, or more generally to

sample from any probability distribution over {0, 1}n for which the Hamming weight of a
sample is not concentrated around its mean.

Although linear-size lower bounds are generally unimpressive in circuit complexity, The-
orem 1.3.8(ii) is actually nontrivial, because circuits with unbounded-arity gates do not re-
quire linear size in order to “read” the entire input. We believe that the following question
is interesting:

Open Problem 11. Can the proof techniques from Theorems 1.3.8(i) and 1.3.8(ii) be
fused to obtain a superlinear-size lower bound for parity in arbitrary QAC0 circuits?

Theorem 1.3.8(iii) is similar but incomparable to a result of Padé, Fenner, Grier and
Thierauf [81], who also proved that depth-2 QAC circuits cannot compute parity. On the
one hand, their result holds only for exact, clean computation whereas ours also holds
for approximate, non-clean computation. On the other hand, their result holds when the
number of input bits is as small as 4 whereas ours is only nontrivial for much larger inputs.

We now pose some additional open problems:

Open Problem 12. Is AC0 in QAC0, even if fanout isn’t in QAC0? More generally what
boolean functions can polynomial-size QAC0 circuits compute, besides read-k AC0 formulas
for constant k?

(A read-k formula is a boolean circuit where all gates have fanout 1, and k copies of
each input bit are required.)

Open Problem 13. What is the QAC0 complexity of computing the parity of a string x,
given as input arbitrarily many copies of x? What about for other functions besides parity?

Open Problem 13 is motivated by the fact that if parity is not being used as a subroutine
of a larger computation, and if we are not trying to compute the parities of multiple strings
in superposition, then there is nothing to stop us from feeding multiple copies of x as input
to a QAC0 circuit.

Open Problem 14. Are there QAC0 analogues of well-known techniques for obtaining AC0

lower bounds, such as the switching lemma [56] or the polynomial method [83, 93]?

In contrast, all of the QAC0 lower bounds that we have discussed are proved using
techniques mostly unlike those used in AC0 lower bounds.
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1.3.4 Quantum analogues of Shannon and Lupanov’s bounds

Recall that Shannon [90] proved that most functions f : {0, 1}n → {0, 1} require DeMorgan
circuit size at least 2n/n. A decade later Lupanov [74] proved that Shannon’s lower bound
is tight:

Theorem 1.3.9 (Lupanov [74]). Every function f : {0, 1}n → {0, 1} can be computed by a
DeMorgan circuit of size (1 + o(1))2n/n.

One can ask many analogous questions about the quantum circuit complexity of “worst-
case” computational problems for a given input size. These include questions about upper
or lower bounds on the complexity of cleanly or non-cleanly, exactly or approximately
performing various types of tasks (computing a boolean function, constructing a state,
or implementing a unitary transformation) in various circuit models (QAC, QACf or QNC
circuits, or variants with a universal gate set instead of arbitrary one-qubit gates) according
to various complexity measures (size, depth, number of ancillae, tradeoffs among these, or
even the number of T gates in a Clifford + T circuit [33]). Some of these questions are
uninteresting, such as the complexity of exactly implementing unitary transformations over
a finite gate set, but even still there are too many questions to comment on individually.
Therefore we will only discuss those questions that are related to results of this thesis and/or
for which the author is aware of nontrivial results.

We will focus in particular on circuit depth. In boolean circuit complexity, Shannon’s
lower bound implies that most functions require DeMorgan circuits of depth at least (1 −
o(1))n, because a depth-d DeMorgan circuit has size less than 2d. It is also easy to see that
any function can be computed by a DeMorgan circuit of depth (1 + o(1))n, such as a CNF
or DNF formula.

Sun, Tian, Yang, Yuan and Zhang [94] used similar reasoning to prove that QNC circuits
require depth at least (1 − o(1))n to non-cleanly,7 exactly construct most n-qubit states,
i.e. all states except for those in a set of Haar measure 0. This is because by a dimension-
counting argument, QNC circuits require size Ω(2n) to non-cleanly construct most n-qubit
states (as was also observed by Knill [67, Theorem 3.4]), and by a light cone argument such
circuits have depth at least n(1− o(1)) without loss of generality.

We prove the following:

Theorem 1.3.10. Every n-qubit state can be cleanly, exactly constructed by a QAC0
f circuit

with Õ(2n) ancillae.

The non-query operations from Theorem 1.2.4 can be efficiently implemented in QAC0
f ,

as we will discuss further in Section 1.3.5, so an analogue of Theorem 1.3.10 for approx-
imate constructions follows by computing the queries from Theorem 1.2.4 with a QAC0

f

simulation of a CNF or DNF formula. Our proof of Theorem 1.3.10 instead uses a different
approach inspired by the proof of Theorem 1.2.2. By Lemma 1.3.7 a statement similar to
Theorem 1.3.10 holds for QNC circuits as well:

Corollary 1.3.11. Every n-qubit state can be cleanly, exactly constructed by a QNC circuit
of depth O(n) with Õ(2n) ancillae.

Sun et al. [94] and Zhang, Li and Yuan [106] independently proved Corollary 1.3.11,
respectively shortly before and shortly after we did, and with just O(2n) ancillae and O(2n)

7Their result is stated only for clean constructions, but their proof generalizes easily to non-clean con-
structions.
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size. This matches the previously mentioned QNC size and depth lower bounds for exactly
constructing states. Yuan and Zhang [105] proved in followup work that every n-qubit state

can be cleanly, exactly constructed by a QNC circuit of size O(2n) and depth O
(
n+ 2n

n+m

)
using m ≥ 0 ancillae, and that these size and depth upper bounds are tight for all n,m.
This improves on a slightly weaker tradeoff of Sun et al. [94], and the proof of Yuan and
Zhang’s [105] upper bound cites ideas from our proof of Theorem 1.3.10.

Another O(n)-depth, O(2n)-size upper bound for constructing arbitrary n-qubit states
is due to Gui, Dalzell, Achille, Suchara and Chong [51]. Gui et al. refer to the spacetime
allocation of a circuit as the number of pairs (j, k) such that the j’th qubit is not in the
|0⟩ state at the k’th time step, assuming the all-zeros input. Gui et al.’s construction also
achieves the optimal O(2n) spacetime allocation, and as a corollary they obtain improved
upper bounds for constructing tensor products of many unentangled states with limited
ancillae.

Perhaps surprisingly, we show that the Ω(2n) QNC size lower bound for exactly con-
structing most n-qubit states does not hold for approximate constructions:

Theorem 1.3.12. There exists a finite gate set G such that for all n ∈ N, ε ≥ exp(−poly(n))
and n-qubit states |ψ⟩, there exists a circuit consisting of O(2n log(1/ε)/n) gates from G that
cleanly constructs |ψ⟩ to within error ε.

To prove Theorem 1.3.12, we start with a more precise statement of the clean version of
Theorem 1.2.4, and then apply Lupanov’s upper bound (Theorem 1.3.9) to the oracle and
apply the Solovay-Kitaev theorem (Theorem 1.3.3) to the non-query operations. We require
ε ≥ exp(−poly(n)) for convenience, but our proof technique implies a similar statement for
smaller ε as well. The circuit from Theorem 1.3.12 uses exponentially many ancillae. Some
ancillae are necessary, because Nielsen and Chuang [80, Section 4.5.4] proved by a counting
argument that without ancillae, for every finite gate set G there exist states that require
Ω(2n log(1/ε)/ log n) gates from G to construct to within error ε. We also prove an analogue
of Nielsen and Chuang’s lower bound with ancillae, by a similar counting argument, which
matches the upper bound from Theorem 1.3.12 even for non-clean constructions:

Theorem 1.3.13. Let G be a finite gate set. Then for all n ∈ N and 1/4 ≥ ε ≥
exp(−poly(n)), there exists an n-qubit state |ψ⟩ such that circuits over G require Ω(2n log(1/ε)/n)
gates in order to non-cleanly construct |ψ⟩ to within error ε.

A slightly weaker lower bound of 2n/poly(n) holds if arbitrary one- and two-qubit gates
are allowed, because by the Solovay-Kitaev theorem (Theorem 1.3.3) circuits consisting of
2nn−ω(1) one- and two-qubit gates can be simulated to within exponentially small error
by circuits consisting of 2nn−ω(1) gates from a universal gate set, and therefore by Theo-
rem 1.3.13 cannot construct arbitrary n-qubit states to within error ε. Closing this gap is
an open problem:

Open Problem 15. Prove an analogue of Theorem 1.3.12 with an o(2n log(1/ε)/n) upper
bound for QNC circuits, or generalize Theorem 1.3.13 to QNC circuits.

We now turn our attention from states to unitaries. The non-query operations in Theo-
rem 1.2.7 can be efficiently implemented in QAC0

f , so by generalizing Theorem 1.3.10 from
states to qRAMs we obtain the following:

Theorem 1.3.14. Every n-qubit unitary transformation can be cleanly, exactly imple-
mented by a QACf circuit of depth O

(
2n/2

)
with Õ

(
22n
)
ancillae.
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By Lemma 1.3.7 a statement similar to Theorem 1.3.14 holds for QNC circuits as well:

Corollary 1.3.15. Every n-qubit unitary transformation can be cleanly, exactly imple-
mented by a QNC circuit of depth Õ

(
2n/2

)
with Õ

(
22n
)
ancillae.

Again, an analogous depth upper bound for approximately implementing unitaries also
follows immediately from our upper bound for the unitary synthesis problem (Theorem 1.2.5),
by using CNFs or DNFs to simulate the queries. And because Theorem 1.3.14 and by ex-
tension Corollary 1.3.15 are proved by reducing to Theorem 1.2.7, the following holds:

Observation 1.3.16. The discussion in Section 1.2.3 is as relevant to the circuit depth of
unitaries as it is to the unitary synthesis problem.

Sun et al. [94] proved that every n-qubit unitary can be implemented by a QNC circuit
of depth Õ(2n) with O(2n) ancillae, compared to which the circuit from Corollary 1.3.15 has
lower depth but more ancillae. More generally, Sun et al. [94] proved that for m ≤ 2n, any
n-qubit unitary can be implemented by a QNC circuit of size O(4n) and depth Õ(4n/m) with
m ancillae. In followup work, Yuan and Zhang [105] generalized our proof of Corollary 1.3.15
to show that for 2n ≤ m ≤ 4n, any n-qubit unitary can be implemented by a QNC circuit
of depth Õ

(
23n/2m−1/2

)
with m ancillae; when m = 4n this matches Corollary 1.3.15 up to

poly(n) factors.
The circuit from Corollary 1.3.15 has size Õ

(
22.5n

)
, whereas the optimal size is O(4n) [17,

29, 67, 80, 94]. This raises the following question:

Open Problem 16. Can every n-qubit unitary be implemented by a single QNC circuit
that is both of size Õ(4n) and depth Õ

(
2n/2

)
?

We also note following question:

Open Problem 17. Do there exist unitaries that require superlinear QNC circuit depth to
implement, with no constraint on the size or number of ancillae? What about superconstant
QACf circuit depth?

Note that Open Problem 17 is not asking to find an explicit unitary satisfying this
requirement, although of course that would be preferable. Since there exist states that
require Ω(n) depth to construct, there exist unitaries that require Ω(n) depth to implement.

Finally, the upper bound from Theorem 1.3.8 implies that exponentially large QAC0 cir-
cuits can approximately simulate QAC0

f circuits, so we obtain the following as consequences
of Theorem 1.3.10 and the fact that QAC0

f circuits can simulate AC0 circuits:

Corollary 1.3.17. QAC0 circuits with double-exponentially many ancillae can cleanly,
approximately construct any state and compute any boolean function, to within double-
exponentially small error.

Previously it was unknown whether QAC0 circuits of arbitrary size could perform these
tasks.

1.3.5 Barrier to proving QAC0
f lower bounds for constructing explicit

states

In classical circuit complexity it is notoriously difficult to prove that an explicit boolean
function is hard for a given circuit class. The same holds for quantum circuit complexity,
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since quantum circuits can simulate boolean circuits (with the possible exception of QAC0

as we have discussed). However, this does not immediately imply that it should be difficult
to prove quantum circuit lower bounds for quantum tasks with no classical analogue, such
as constructing a quantum state.

Nevertheless, Aaronson [3] observed that Theorem 1.2.2 implies a barrier to finding an
explicit sequence of quantum states that cannot be constructed by BQP/poly circuits (i.e.
nonuniform polynomial-size QNC circuits) to within exponentially small error. Specifically,
let |ψn⟩ be an n-qubit state for all n and let fn be the oracle associated with constructing
|ψn⟩ in Theorem 1.2.2. If (fn)n can be computed in BQP/poly, then plugging these circuits
for (fn)n into the algorithm from Theorem 1.2.2 yields a sequence of BQP/poly circuits for
constructing (|ψn⟩)n. Conversely, if there are no BQP/poly circuits for constructing (|ψn⟩)n
then there are no BQP/poly circuits for computing (fn)n. This would be a breakthrough
in circuit complexity, since finding an explicit function that is not in BQP/poly (or even
P/poly) is a longstanding open problem.

However this still leaves open the possibility of finding an explicit sequence of quantum
states that cannot be constructed by C circuits, for some nonuniform quantum circuit class C
such as QAC0

f that (as far as we know) is weaker than BQP/poly. The non-query operations
from Theorem 1.2.4 can be efficiently implemented in QAC0

f , as previously mentioned after
Theorem 1.3.10, so we can rule out this possibility by reasoning similar to the above:

Observation 1.3.18. QAC0
f circuit lower bounds for cleanly constructing explicit states

(to within exponentially small error) would imply QAC0
f circuit lower bounds for computing

explicit boolean functions.

Recall from Section 1.3.2 that TC0 ⊆ QAC0
f [57, 96], where TC0 denotes the class of

functions computable by non-uniform polynomial-size boolean circuits with NOT gates
and unbounded-fanin AND, OR, and MAJORITY gates. It is an open problem to prove
superpolynomial-size TC0 lower bounds for an explicit function, so Observation 1.3.18 im-
plies a barrier to proving similar QAC0

f lower bounds for constructing explicit states.
By embedding parity into the oracle from Theorem 1.2.4, it follows that Observa-

tion 1.3.18 holds with QAC0 in place of QAC0
f as well. The analogous statement for QAC0 is

less of a barrier, since we have less reason to expect QAC0 lower bounds for explicit boolean
functions to be difficult to prove. However, Observation 1.3.18 does imply that a QAC0

lower bound for some explicit state would strongly suggest that QAC0 does not equal QAC0
f .

Despite this, we can still hope to prove circuit lower bounds for constructing explicit
states when the number of ancillae is limited, since the circuit from Theorem 1.2.4 requires
ancillae:

Open Problem 18. Find an explicit state that cannot be constructed (to within expo-
nentially small error) by QAC0

f or even QNC circuits of polynomial size without ancillae.

The following question asks whether there are any other barriers to proving lower bounds
for constructing explicit states, and is related to Open Problem 3:

Open Problem 19. Suppose we had an explicit boolean function f /∈ BQP/poly. Can we
define a sequence of quantum states in terms of f that cannot be constructed (to within
exponentially small error) by polynomial-size QAC0

f or even QNC circuits?

We also do not know of any barriers to proving circuit lower bounds for implementing
explicit unitaries:
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Open Problem 20. Find an explicit unitary that cannot be implemented (to within ex-
ponentially small error) by QAC0 or even QNC circuits of polynomial size. Alternatively,
find a barrier to such a lower bound.

For example, an upper bound for the unitary synthesis problem (Open Problem 2) would
be such a barrier to QNC circuit lower bounds for explicit unitaries. Conversely, an upper
bound for the following question would imply that circuit lower bounds for the unitaries
(Vn)n referred to in the question are necessary in order to prove lower bounds for the unitary
synthesis problem:

Open Problem 21 (Unitary synthesis problem with instance-independent quantum ora-
cle). Is there a sequence of unitaries (Vn)n and a polynomial-time quantum algorithm A
such that for all n ∈ N and n-qubit unitaries U , there exists a classical oracle f such that
Af,Vn approximately implements U?

Similarly, an upper bound for the following question would be a barrier to QAC0
f circuit

lower bounds for explicit unitaries:

Open Problem 22 (Constant-depth unitary synthesis problem). Is there a solution to
the unitary synthesis problem with a constant number of queries, where the non-query
operations can be efficiently implemented in QAC0

f ?

Finally, the following is to Open Problem 22 as Open Problem 21 is to the unitary
synthesis problem:

Open Problem 23 (Constant-depth unitary synthesis problem with instance-independent
quantum oracle). Is there a solution to Open Problem 21 with a constant number of queries,
where the non-query operations can be efficiently implemented in QAC0

f ?

1.4 Quantum interactive proofs for states and unitaries

If a proof is a piece of text explaining why something is true, then an interactive proof is
a conversation with the author of that text. More formally, the complexity class IP is the
unbounded-round, randomized analogue of NP. Even more precisely, a language L is in IP
if there exists a BPP verifier V such that the following conditions hold:

• Completeness: For all strings x ∈ L, there exists a prover P such that V⇆P accepts with
probability 1.

• Soundness: For all strings x /∈ L and all provers P , it holds that V⇆P accepts with
probability at most 1/2.

Here the probabilities are over the randomness of V , and by V⇆P we mean the interaction
between V and P . The soundness parameter can be made exponentially small by repeating
the protocol polynomially many times, and accepting if and only if all instances accept.
Interactive proofs have had applications in areas such as zero-knowledge proofs [48] and
PCPs and hardness of approximation [13].

It is easy to see that IP ⊆ PSPACE, and less obviously the converse inclusion PSPACE ⊆
IP [73, 89] holds as well, i.e. IP = PSPACE. One can also consider variants of IP. For
example, the class MIP is defined similarly to IP except with multiple non-communicating
provers, and is equal to NEXP [15]. The class MIP∗ is defined similarly except that the



CHAPTER 1. INTRODUCTION 21

provers share entangled qubits, and Ji, Natarajan, Vidick, Wright and Yuen [62] proved
that MIP∗ = RE.

What about interactive proofs with quantum verifiers? This is discussed in more detail
in a survey by Vidick and Watrous [99], but a brief overview is as follows. The class
QIP is defined similarly to IP, except with a BQP verifier. The inclusion PSPACE ⊆ QIP
holds trivially given that PSPACE ⊆ IP, and in fact Watrous [100] established the stronger
inclusion PSPACE ⊆ QIP(3) where QIP(3) denotes the three-message analogue of QIP. The
converse inclusion QIP ⊆ PSPACE is nontrivial and was proved by Jain, Ji, Upadhyay,
Sarvagya and Watrous [60]:

Theorem 1.4.1 ([60, 100]). QIP(3) = QIP = PSPACE.

The class QMIP with a quantum verifier and multiple entangled provers is (nontrivially)
equal to the class MIP∗ defined above [84], and is therefore equal to RE:

Theorem 1.4.2 ([62, 84]). QMIP = MIP∗ = RE.

What about quantum interactive proofs where the goal is not to solve a decision problem,
but to (verifiably) perform an operation with a quantum input and/or output? This question
was first asked in some of the work comprising this thesis. In Sections 1.4.1 and 1.4.2 we
discuss interactive proofs for constructing states and implementing unitaries respectively.

1.4.1 Interactive state synthesis

We introduce a notion of interactive proofs for constructing a quantum state ρ, where a
BQP verifier interacts with an unbounded-complexity but untrusted prover. At the end of
the interaction the verifier accepts or rejects, and (unlike in previous models of interactive
proofs) when accepting the verifier also outputs a quantum state. The completeness condi-
tion is that there should exist a prover such that the verifier accepts with probability 1. The
soundness condition is that for every prover such that the verifier accepts with probability
at least ε, the verifier’s output state conditioned on accepting should be an approximation
of ρ to within error δ.

We define stateQIPε,δ as the class of state sequences (ρn)n that can be constructed in this
way, and stateQIP as the intersection of stateQIPε,δ over all functions ε(n), δ(n) ≥ 1/poly(n).
We also define stateQIP(m) as the m-message version of stateQIP, and statePSPACE as the
set of state sequences that can be constructed by a polynomial-space quantum algorithm
(which may require exponential time) to within inverse polynomial error. These definitions
are actually slight variants of our original ones, introduced in followup work by Metger and
Yuen [76].

We prove the following quantum state analogue of one of the inclusions in Theorem 1.4.1:

Theorem 1.4.3. statePSPACE ⊆ stateQIP(6).

We also proved a partial converse inclusion stateQIP ⊆ stateEXP. Metger and Yuen [76]
then proved the full converse inclusion stateQIP ⊆ statePSPACE, establishing the equality
stateQIP = stateQIP(6) = statePSPACE.

The proof of Theorem 1.4.3 goes roughly as follows. Metger and Yuen [76] proved that
statePSPACE is closed under purification, so it suffices to consider a pure state |ψ⟩ that the
verifier would like to construct. Let f be the oracle associated with constructing |ψ⟩ in the
one-query version of Theorem 1.2.4. Tomography of states in statePSPACE can be done in
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PSPACE, and inspection of the proof of Theorem 1.2.4 reveals that f can be computed in
PSPACE given query access to the description of |ψ⟩, so it follows that f can be computed
in PSPACE.8 This suggests the following candidate protocol for constructing |ψ⟩: simulate
the algorithm from the one-query version of Theorem 1.2.4, with queries to f answered by
running the QIP(3) = PSPACE protocol from Theorem 1.4.1 in superposition.

However, controlled on an input string x to the QIP(3) = PSPACE protocol, there is
a garbage state (jointly held by the verifier and prover) associated with x at the end of
the QIP(3) = PSPACE protocol. The prover is required to help the verifier uncompute this
garbage state, so that the verifier’s output register is not entangled with the verifier’s or
prover’s private workspace. The main challenge is to ensure that the prover uncomputes
this garbage state honestly. Finally the soundness of the protocol is improved by repeating
the above procedure polynomially many times in parallel, accepting if and only if every
instance accepts, and then outputting the output state of a random instance.

We also prove the following, where stateR denotes the class of state sequences (ρn)n
whose descriptions can be computed as a function of n, and stateQMIP is to stateQIP as
QMIP is to QIP:

Theorem 1.4.4. stateR = stateQMIP(6).

The proof is similar to that of Theorem 1.4.3, except using Theorem 1.4.2 instead of
Theorem 1.4.1. The reason that stateQMIP ⊆ stateR, whereas QMIP ⊈ R, relates to the
distinction between search and decision problems.

Followup work of Delavenne, Le Gall, Liu and Miyamoto [39] defined the classes stateQMA
(i.e. stateQIP(1)) and stateQCMA, which are to QMA and QCMA respectively as stateQIP
is to QIP. More generally we can ask the following question:

Open Problem 24. How powerful are the classes stateQIP(k) for k < 6?

Recall that we defined stateQIP as the intersection of stateQIPε,δ over all functions
ε(n), δ(n) ≥ 1/poly(n). This raises the question of whether the soundness can be amplified
to something stronger than inverse polynomial:

Open Problem 25. Is the class statePSPACE = stateQIP contained in stateQIPε,δ for some
functions ε(n), δ(n) ≤ n−ω(1)?

Our protocol from Theorem 1.4.3 requires the honest prover to solve PSPACE-complete
problems. In cryptography, however, interactive protocols require that the honest prover
run in polynomial time (perhaps with advice), which raises the following question:

Open Problem 26. How powerful is the analogue of stateQIP with efficient provers?

Followup work of Bartusek, Khurana and Srinivasan [18] and Colisson, Muguruza and
Speelman [34] introduced definitions of zero-knowledge proofs for constructing quantum
states, motivated by cryptographic applications.

1.4.2 Interactive unitary synthesis

We define unitaryQIP and unitaryPSPACE analogously to stateQIP and statePSPACE respec-
tively, except for unitaries rather than states. The following remains an open problem:

8More precisely, the sequence (fn)n can be computed in PSPACE, where fn is the oracle associated with
constructing the n’th state in a given state sequence in statePSPACE.
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Open Problem 27. Is unitaryPSPACE ⊆ unitaryQIP?

Part of the challenge is that the answers to the following questions are not obvious:

Open Problem 28. Assuming that unitaryPSPACE ⊆ unitaryQIP1/2,1/2, would it follow
that unitaryPSPACE ⊆ unitaryQIP? In other words, does soundness amplification hold for
unitaryQIP?

Open Problem 29. Assume that the unitary synthesis problem (Open Problem 2) has a
polynomial-time solution, where for any sequence of unitaries in unitaryPSPACE the asso-
ciated sequence of classical oracles is in PSPACE. Would it follow that unitaryPSPACE ⊆
unitaryQIP1/2,1/2?

A reason these questions are nontrivial is that in the protocol from our proof of Theo-
rem 1.4.3, we rely on parallel repetition for soundness amplification and to detect dishonest
uncomputation of the garbage state (after the QIP(3) = PSPACE protocol), and this is im-
possible with only one copy of the input state.9 Unlike with interactive state synthesis, here
the verifier must protect the unique copy of the input state from undetectable corruption
by a dishonest prover.

Therefore we are only able to prove that certain subclasses of unitaryPSPACE are con-
tained in unitaryQIP. For example, we say that a unitary sequence (Un)n has polynomial
action if Un acts nontrivially on only a poly(n)-dimensional subspace. Examples include
reflections I − 2|ψ⟩⟨ψ| acting on a one-dimensional subspace, which can be nontrivial to
implement if |ψ⟩ is difficult to construct. We prove the following, as well as an analogue
with multiple entangled provers:

Theorem 1.4.5. Every sequence of unitaries in unitaryPSPACE with polynomial action is
in unitaryQIP(6).

The proof of Theorem 1.4.5 goes roughly as follows. If U is in unitaryPSPACE then we
can write U = exp(itρ), where the Hamiltonian ρ is in statePSPACE and the evolution time
t is in PSPACE. To implement U we first use Theorem 1.4.3 to construct copies of ρ and
compute t, and then apply a Hamiltonian simulation algorithm [66, 72]. The assumption of
polynomial action ensures that the evolution time t is at most poly(n), so the Hamiltonian
simulation algorithm runs in poly(n) time. Generalizing this argument to Hamiltonian
simulations with t > nω(1) seems potentially related to questions about “fast-forwarding of
Hamiltonians” that were raised by Atia and Aharonov [14].

We also prove the following by reducing to Theorem 1.4.5:

Corollary 1.4.6. An analogue of unitaryPSPACE ⊆ unitaryQIP holds when the verifier’s
input state is promised to come from the −1 eigenspace of a reflection in unitaryPSPACE.

The following questions are related to Open Problem 27:

Open Problem 30. What other interesting subclasses of unitaryPSPACE are in unitaryQIP?
Examples might include more general Hamiltonian simulations, or qRAMs.

Open Problem 31. Would unitaryPSPACE ⊆ unitaryQIP follow from a collapse of com-
plexity classes of decision problems, such as BQP = PSPACE?

9If we relax the model such that the verifier is given many copies of an input state ρ and is only required
to output a single copy of UρU†, then soundness amplification can be achieved but it is still nontrivial to
detect dishonest uncomputation of the garbage state.
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If BQP = PSPACE then states in statePSPACE can be approximately constructed in
quantum polynomial time, even without a prover, since for states in statePSPACE the oracle
from Theorem 1.2.4 (or Theorem 1.2.2) is in PSPACE. However, absent a solution to the
unitary synthesis problem, it is not clear that this helps with synthesizing unitaries in
unitaryPSPACE.

The converse to Open Problem 27 is also open:

Open Problem 32. Is unitaryQIP ⊆ unitaryPSPACE?

Finally, we remark that Bostanci, Efron, Metger, Poremba, Qian and Yuen [24] proved
an anlogue of unitaryQIP = unitaryPSPACE in the average-case setting, where the input
state comes from an efficiently-sampleable distribution.

1.5 Conclusion

A common theme throughout this thesis is that upper bounds for constructing states can
imply upper bounds for implementing unitaries. To repeat some previously discussed ex-
amples, we give a unitary synthesis algorithm by reducing to a state synthesis algorithm, we
prove a QAC0 upper bound for parity and fanout by reducing to a QAC0 upper bound for the
state 1

2 |0
n⟩⟨0n|+ 1

2 |1
n⟩⟨1n|, we prove circuit depth upper bounds for arbitrary unitaries by

reducing to circuit depth upper bounds for arbitrary states, and we give interactive proofs
for implementing certain unitaries by reducing to interactive proofs for constructing certain
states. This raises the following question:

Open Problem 33 (Very informal). Are there other useful “generic” ways to obtain
upper bounds for implementing unitaries, besides reducing to upper bounds for constructing
states?

A solution to the following problem would imply solutions to both Open Problems 2
and 20:

Open Problem 34. Find an explicit sequence of unitaries (Un)n such that for all boolean
functions f , the unitaries (Un)n cannot be efficiently implemented (approximately) even
given query access to f .

An intermediate challenge between constructing states and implementing unitaries is
that of implementing isometries, which are length-preserving linear transformations between
two possibly distinct vector spaces. In other words, given an isometry V : S →

(
C2
)⊗n

where S ⊆
(
C2
)⊗n

is a subspace, implement some unitary U such that U |ψ⟩ = V |ψ⟩ for all
|ψ⟩ ∈ S. We have already seen some examples of isometries, such as qRAMs, Corollary 1.4.6,
and any circuit with ancillae that are promised to start in the all-zeros state. However these
cases are far from exhaustive:

Open Problem 35 (Very informal). What is the complexity of implementing a “generic”

isometry from S to
(
C2
)⊗n

, for various subspaces S and notions of complexity?

Delavenne et al. [39] posed the following question:

Open Problem 36 ([39]). Do there exist natural notions of reductions and completeness
for state complexity classes?
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The analogous classical problem would be to define reductions and completeness for
sampling problems, which has also not been done to our knowledge. The analogous problem
for unitaries is more straightforward, e.g. a trivial complete problem for unitaryPSPACE is
“given an input length n, and a polynomial-space Turing machine M such that M(1n) is
the description of a poly(n)-qubit circuit, apply that circuit”. Bostanci et al. [24] also gave
nontrivial complete problems for many unitary complexity classes, relating to the Uhlmann
transformation.

Open Problem 37. Besides the Uhlmann transformation, what are some other interesting,
nontrivial complete problems for unitary complexity classes?

Finally, we provide some references to areas in quantum state and unitary complexity
that are not otherwise discussed in this thesis. As of this writing, there has been a great
deal of recent work on property testing of quantum channels [16, 31, 43, 53, 91]. A survey by
Anshu and Arunachalam [11] discusses the complexity of learning quantum states. Le Gall,
Miyamoto and Nishimura [70] consider the distributed complexity of constructing quantum
states. To our knowledge no work has been done on the communication complexity of
quantum states and unitaries, but in our opinion this is a natural area to explore:

Open Problem 38. Define an analogue of communication complexity for problems with
a quantum input and/or output.

In catalytic computing in classical complexity theory [28], an otherwise space-bounded
Turing machine is given a larger amount of “catalytic space” with the caveat that this space
is initialized to an arbitrary string s (not all-zeros) and must end in that same string s.
Quantum catalytic computing for states and unitaries (and even boolean functions) has
barely if at all been explored:

Open Problem 39. Can ancillae be useful even if their starting state is adversarially
chosen rather than all-zeros?

This thesis is based on the manuscripts “Bounds on the QAC0 complexity of approxi-
mating parity” [85], “Interactive proofs for synthesizing quantum states and unitaries” [88],
“Query and depth upper bounds for quantum unitaries via Grover search” [87], and “Effi-
cient quantum state synthesis with one query” [86]. The paper “Interactive proofs. . . ” [88]
is joint work with Henry Yuen, and the rest are single-authored.

Section 1.6 is the preliminaries. In Chapter 2 we prove our results about state and
unitary synthesis (from Section 1.2), and give the QAC0

f implementation of our state syn-
thesis algorithms. In Chapter 3 we prove our results about the QAC0 complexity of parity
and related problems (from Section 1.3.3), in Chapter 4 we prove our other results about
quantum circuit complexity (from Sections 1.3.4 and 1.3.5), and in Chapter 5 we prove our
results about interactive state and unitary synthesis (from Section 1.4).

1.6 Preliminaries

Let log and ln denote the logarithms base 2 and e respectively, and let [n] = {1, . . . , n}.
We write (xn)n to denote the tuple of xn for all n in some implicit index set, where the
index set is usually the natural numbers. We denote probability by Pr(·), expectation by
E[·], and the indicator variable of an event A by 1A. We write x ∼ S to denote that x is
sampled uniformly at random from a set S.
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We assume basic familiarity with computational complexity theory [12]. Turing ma-
chines in this thesis have a read-only input tape, read-write work tapes, and a write-only
output tape. Let {0, 1}∗ denote the set of finite strings over {0, 1}, and for x ∈ {0, 1}∗
let |x| denote the length of x. For s : N → N a Turing machine M uses space s if for all
x ∈ {0, 1}∗, at most s(|x|) cells are used on the work tapes in the computation of M(x). If
M uses space s and halts then M uses time O(2s), so |M(x)| ≤ O

(
2s(|x|)

)
for all x.

We also assume basic familiarity with quantum computing [80]. A register R is a named
finite-dimensional complex Hilbert space. If A,B,C are registers, for example, then the
concatenation ABC denotes the tensor product of the associated Hilbert spaces. For a
linear transformation L and register R, we write LR to indicate that L acts on R, and
similarly we write ρR to indicate that a state ρ is in the register R. We write tr(·) to denote
trace, trR(·) to denote the partial trace over a register R, and tr>n(·) to denote the partial
trace over all but the first n qubits.

We write In to denote the n-qubit identity transformation (or just I when n is implicit),
H and X to denote the Hadamard and NOT gates respectively, ctrl-U = |0⟩⟨0|⊗I+|1⟩⟨1|⊗U
to denote controlled-U , and |+⟩ = |0⟩+|1⟩√

2
, |−⟩ = |0⟩−|1⟩√

2
to denote the Hadamard basis states.

For a (not necessarily normalized) vector |ψ⟩ we write ψ = |ψ⟩⟨ψ|.
We write ∥ · ∥ to denote the 2-norm of a vector, i.e. ∥|ψ⟩∥ =

√
⟨ψ|ψ⟩, and also to denote

the operator 2-norm of a matrix, i.e. ∥M∥ = max|ψ⟩ ∥M |ψ⟩∥ where |ψ⟩ ranges over all unit
vectors. The value ∥M∥ also equals the largest singular value of M . Let ∥M∥1 = tr(|M |)
denote the trace norm of a matrix M , and let td(ρ, σ) = 1

2∥ρ−σ∥1 denote the trace distance
between mixed states ρ and σ. We use the fact that

td(Φ(ρ),Φ(σ)) ≤ td(ρ, σ) (1.6.1)

for all channels Φ and states ρ, σ. We also use the following special case of the Fuchs-van
de Graaf inequality [80]: if ρ is a mixed state and |ψ⟩ is a pure state then

td(ρ, ψ) ≤
√

1− tr(ρψ) =
√

tr(ρ(I − ψ)). (1.6.2)

In particular, if |ψ⟩ and |ϕ⟩ are pure states then

td(ψ, ϕ) ≤
√

1− |⟨ψ|ϕ⟩|2 =
√

(1 + |⟨ψ|ϕ⟩|)(1− |⟨ψ|ϕ⟩|) ≤
√

2(1− Re(⟨ψ|ϕ⟩)) = ∥|ψ⟩ − |ϕ⟩∥.
(1.6.3)

For |ψ⟩ =
∑

x∈{0,1}n αx|x⟩ and ε > 0, we define an ε-precision description of |ψ⟩ to be
a tuple (α̃x)x∈{0,1}n of complex numbers specified exactly in binary such that |α̃x − αx| ≤ ε
for all x. We will often leave ε implicit and simply refer to “the description of |ψ⟩”, by
which we mean an exp(−p(n))-precision description of |ψ⟩ where p is a polynomial that
may be chosen to be as large as desired; in this case poly(n) bits of precision are needed to
specify α̃x.



Chapter 2

Quantum query complexity and
state and unitary synthesis

Just pass the work I assign you along to somebody else and trust to luck.

Joseph Heller, Catch-22

In Section 2.1 we define the quantum query model and make some basic observations
about it. In Section 2.2 we present a one-query state synthesis algorithm, given the ability to
postselect on a measurement outcome that occurs with approximately constant probability.
By reducing to this algorithm in different ways, in Section 2.3 we remove the postselection
and present our clean and non-clean state synthesis algorithms. In Section 2.4 we prove our
results regarding unitary synthesis and U -qRAMs.

Although upper bounds in this chapter are phrased in terms of QACf circuits, similar
upper bounds for QNC circuits can be obtained using Lemma 1.3.7.

2.1 The quantum query model

By a quantum circuit making k queries to an n-qubit quantum oracle, we mean a circuit of
the form C = CkQkCk−1Qk−1 · · ·C0 where each Cj is a unitary and each Qj is a placeholder
for either a “forward” or “backward” query. For an n-qubit unitary A, by CA we mean the
unitary defined by substituting A and A† respectively for the forward and backward queries
in C. Claims about the quantum circuit complexity of C are in reference to the circuit
CkCk−1 · · ·C0 defined by removing the queries from C. Let C† = C†

0Q
†
1C

†
1Q

†
2 · · ·C

†
k, where

the “conjugate transpose” of the forward query symbol is the backward query symbol and

vice versa, and note that
(
C†)A =

(
CA
)†

.
Queries to a classical oracle (i.e. a boolean function) can be modeled in either of two

standard ways. In the first, a function f : {0, 1}n 7→ {0, 1}m is encoded as the oracle Uf
defined by Uf |x, y⟩ = |x, y ⊕ f(x)⟩. In the second, which is only applicable when m = 1, the
function f is instead encoded as the oracle Vf defined by Vf |x⟩ = (−1)f(x)|x⟩. These models
are equivalent, because Vf = (In ⊗ ⟨−|)Uf (In ⊗ |−⟩), and if g(x, y) =

⊕m
j=1 f(x)jyj (where

the subscript j indicates the j’th bit of an m-bit string) then Uf = (In⊗H⊗m)Vg(In⊗H⊗m).
We write Cf to abbreviate CUf or CVf ; since Uf and Vf are Hermitian we do not need to
distinguish between forward and backward queries to a classical oracle.

We use the fact that parallel queries to classical oracles can be merged into a single

27
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query to a classical oracle, i.e.

Vf1 ⊗ · · · ⊗ Vfk = VF for F
(
x(1), . . . , x(k)

)
=

k⊕
j=1

fj

(
x(j)
)

(2.1.1)

for all functions f1, . . . , fk. More generally, a collection of parallel queries of the form⊗
j Ufj ⊗

⊗
k Vgk can be merged into a single query to a classical oracle, using the above

equivalence between the query models.

Sometimes we will want to implement C
fj
j controlled on an index j ∈ [m], where Cj is a

quantum circuit making kj queries to a classical oracle fj . This can be achieved by making
k = maxj kj queries to the classical oracle

|0⟩⟨0| ⊗ I +
m∑
j=1

|j⟩⟨j | ⊗ Uj , (2.1.2)

where the first register is set to |j⟩ in the first kj queries and |0⟩ in the remaining k − kj
queries. Interspersed with the queries are the non-query components of Cj controlled on j,
e.g. using Lemma A.2.2 in the QACf circuit model, and with k − kj dummy components
equal to the identity at the end.

2.1.1 Error propagation across queries

Often we will have a circuit that performs some task when given query access to any
quantum oracle that implements a certain isometry (i.e. a rectangular matrix U such that
U †U = I). If we instead use an oracle that approximately implements that isometry, then
the error in the output can be bounded as follows:

Lemma 2.1.1. Let C be an (m+ a)-qubit quantum circuit making k queries to an n-qubit
quantum oracle, and let J be an isometry from m qubits to m+a qubits. Assume there exists
a subspace S ⊆

(
C2
)⊗n

and an isometry A : S →
(
C2
)⊗n

such that for all n-qubit unitaries
U consistent with A it holds that CU (Im ⊗ |0a⟩) = J . Then for all isometries B : S →(
C2
)⊗n

and all n-qubit unitaries V consistent with B, it holds that
∥∥CV (Im ⊗ |0a⟩)− J

∥∥ ≤√
2 · k∥A−B∥.

Some common use cases of Lemma 2.1.1 will be as follows. When the oracle is supposed
to construct a state |ψ⟩ when some control qubit is 1 and act as the identity when the
control qubit is 0, the associated isometry is A = |0⟩⟨0|⊗I+ |1⟩⟨1|⊗ |ψ⟩⟨0n|. If the isometry
B = |0⟩⟨0| ⊗ I + |1⟩⟨1| ⊗ |ϕ⟩⟨0n| instead constructs a state |ϕ⟩, then ∥A−B∥ = ∥|ψ⟩ − |ϕ⟩∥.
When C is supposed to construct a certain state, the parameter m should be set to 0 and
J should equal that state (up to an isomorphism between CN and CN×1).

Our proof of Lemma 2.1.1 uses the fact that

∥UmUm−1 · · ·U1 − VmVm−1 · · ·V1∥ ≤
m∑
j=1

∥Uj − Vj∥ (2.1.3)

for all unitaries Uj , Vj by the triangle inequality [80, Eq. 4.69]. (The reason that Lemma 2.1.1
does not trivially follow from Eq. (2.1.3), and without the

√
2 factor, is that some of the

states acted on by applications of V in CV (Im ⊗ |0a⟩) might be far from S.)
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For a unitary U ∈ Cn×n and a subspace S ⊆ Cn, we write U|S to denote the isometry
from S to Cn defined by restricting the domain of U to S. The following inequality is
trivially tight to within a

√
2 factor:

Claim 2.1.2. For all unitaries V ∈ Cn×n, subspaces S ⊆ Cn, and isometries W : S → Cn,
there exists a unitary U ∈ Cn×n such that U|S = W and ∥U − V ∥ ≤

√
2
∥∥W − V|S∥∥.

Lemma 2.1.1 follows immediately from Eq. (2.1.3) and Claim 2.1.2, along with the fact
that

∥∥U † − V †∥∥ = ∥U − V ∥ (to handle backward queries).

Proof of Claim 2.1.2. Let PΣQ† be a singular value decomposition of W †V|S , and write

Σ = diag(σ1, . . . , σk) where k = dim(S) and σ1 ≥ · · · ≥ σk ≥ 0. By definition P,Q : Ck → S
are (bijective) isometries such that PΣQ† = W †V|S . Then

∥∥W − V|S∥∥ ≥ ∥∥(W − V|S)Q|k⟩∥∥ ≥√2− 2
∣∣⟨k|Q†W †V|SQ|k⟩

∣∣ =
√

2− 2σk|⟨k|Q†P |k⟩|

≥
√

2− 2σk,

where the last inequality is by Cauchy-Schwarz.
Define isometries A,B ∈ Cn×k by A = WP and B = V|SQ, and note that A†B =

P †W †V|SQ = Σ. Let

A = trnc
[
(B −AΣ)

(
I − Σ2

)−1/2
]
, B = trnc

[
(BΣ−A)

(
I − Σ2

)−1/2
]
,

where the “truncation” operator trnc[·] removes the j’th column of a matrix for all j such
that σj = 1 (thus avoiding division by zero). It is straightforward to verify that A,B are

isometries satisfying A†A = B†B = 0 and A
†
B = trnc[Σ], so∥∥A−B∥∥ = max

∥|ψ⟩∥=1

∥∥A|ψ⟩ −B|ψ⟩∥∥ = max
∥|ψ⟩∥=1

√
2− 2⟨ψ|trnc[Σ]|ψ⟩ =

√
2− 2σk ≤

∥∥W − V|S∥∥.
Let S′ ⊆ Cn be the subspace that V maps to the image of B. The subspaces S and

S′ are orthogonal, because B†B = 0 and V maps S to the image of B, so we can write
Cn = S⊕S′⊕S′′ for some subspace S′′. Let R : S′ → C|{j:σj ̸=1}| be the (bijective) isometry
such that V|S′ = BR, and define a unitary U ∈ Cn×n by

U|S = W, U|S′ = AR, U|S′′ = V|S′′ .

To see that U is in fact unitary, note that W † · AR = PA†AR = 0, and that the image of
U|S⊕S′ (i.e. the span of the columns of A and A) equals the image of V|S⊕S′ (i.e. the span

of the columns of B and B).
Let |ψ⟩ ∈ Cn be a unit vector such that ∥U − V ∥ = ∥(U − V )|ψ⟩∥, and for a subspace

T ⊆ Cn let |ψT ⟩ be the projection of |ψ⟩ onto T . Then by the triangle inequality and
Cauchy-Schwarz,

∥U − V ∥ = ∥(U − V )|ψ⟩∥ ≤
∑

T∈{S,S′,S′′}

∥∥(U − V )|T |ψT ⟩
∥∥ ≤ ∥∥W − V|S∥∥ · ∥|ψS⟩∥+

∥∥A−B∥∥ · ∥|ψS′ ⟩∥

≤
∥∥W − V|S∥∥(∥|ψS⟩∥+ ∥|ψS′ ⟩∥) ≤

√
2
∥∥W − V|S∥∥ · ∥|ψS⊕S′ ⟩∥ ≤

√
2
∥∥W − V|S∥∥.
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2.2 One-query state synthesis with postselection

In this section we prove the following lemma, which implies an efficient one-query state
synthesis algorithm given the ability to postselect on a measurement outcome that occurs
with approximately constant probability:

Lemma 2.2.1. There is a real number γ ≈ 0.18 such that the following holds. Let ε : N→
(0, 1/2) be a function such that ε(n) ≥ exp(−poly(n)) and ε(n) is computable in poly(n)
time for all n, and let t(n) = ⌈log log(1/ε(n))⌉ + 7. Then there is a uniform sequence of
poly(n)-qubit QAC0

f circuits (An)n, each making one query to a classical oracle, such that
for every n-qubit state |ψ⟩ there exists a classical oracle f = f|ψ⟩, a (t(n) + n)-qubit state

|τ ⟩ such that
(〈

0t(n)
∣∣⊗ In)|τ ⟩ = 0, and a string z ∈ {0, 1}poly(n) such that∥∥∥Afn|0 . . . 0⟩ − (γ∣∣∣0t(n)〉|ψ⟩+

√
1− γ2|τ ⟩

)
|z⟩
∥∥∥ ≤ ε(n). (2.2.1)

Furthermore there is an algorithm that takes as input the description of an n-qubit state
|ψ⟩ and a string x, runs in poly(n) space, and outputs f|ψ⟩(x).

The proof is organized as follows. In Section 2.2.1 we describe An and f , and in Sec-
tion 2.2.2 we prove that Eq. (2.2.1) holds. In Section 2.2.3 we prove that f can be computed
in poly(n) space; actually we prove this for a slightly different oracle f ′ due to a subtlety
involving floating-point arithmetic, but we show that Eq. (2.2.1) also holds with f ′ in place
of f (and with slightly different values of |τ ⟩ and z). In Section 2.2.4 we sketch an alternate
proof of a statement similar to Lemma 2.2.1.

2.2.1 The algorithm

Our algorithm uses Clifford unitaries, which are products of Hadamard, phase (i.e. S =
|0⟩⟨0|+ i|1⟩⟨1|), and CNOT gates. Let

α = 0.35, β =
√

1− α2 ≈ 0.94, γ = (1− β)/α ≈ 0.18.

For a complex number c, let sgnRe(c) = 1 if the real part of c is nonnegative, and let

sgnRe(c) = −1 otherwise. For a vector |η⟩ ∈
(
C2
)⊗n

and a Clifford unitary C, let

|pη,C ⟩ = C · 2−n/2
∑

x∈{0,1}n
sgnRe(⟨η|C|x⟩)|x⟩.

The following is implicit in Irani et al. [59], as explained in Appendix B:

Lemma 2.2.2 ([59]). For all states |η⟩ there exists a Clifford unitary C such that Re(⟨η|pη,C⟩) ≥
α.

Remark. In Section 2.2.4 we prove an analogue of Lemma 2.2.2 for a class of states other than
|pη,C ⟩, which can be used to give an alternate proof of a statement similar to Lemma 2.2.1.
The idea to use |pη,C ⟩ was suggested to us by Fermi Ma [75] after we sketched the argument
in Section 2.2.4 to him.

Fix n, |ψ⟩, t = t(n) as in Lemma 2.2.1. For k ≥ 0, given states |ϕ0⟩, . . . , |ϕk−1⟩, let
|ηk⟩ = |ψ⟩−α

∑k−1
j=0 β

j |ϕj⟩, and (using Lemma 2.2.2) let Ck be a Clifford unitary such that
the state |ϕk⟩ = |pηk,Ck

⟩ satisfies Re(⟨ηk|ϕk⟩) ≥ α∥|ηk⟩∥.
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Let T = 2t and |σ⟩ =
√

1−β
1−βT ·

∑T−1
j=0

√
βj |j⟩. Observe that

|σ⟩ =

√
1− β

1− βT
(
|0⟩+ β2

t−2 |1⟩
)
⊗
(
|0⟩+ β2

t−1 |1⟩
)
⊗ · · · (|0⟩+ β|1⟩)⊗

(
|0⟩+ β1/2|1⟩

)
,

so there is a tensor product L of t one-qubit gates such that L
∣∣0t〉 = |σ⟩.

The circuit An is described in Procedure 1, where A is a t-qubit register and B is an
n-qubit register. Although the algorithm is phrased in terms of multiple queries, these can
be merged into a single query using Eq. (2.1.1) and the surrounding discussion. Aaronson
and Gottesman [5, Theorem 8] proved that every Clifford unitary can be written as a round
of Hadamard gates, then a round of CNOT gates, then a round of phase gates, and so
on in the sequence H-C-P-C-P-C-H-P-C-P-C with no ancillae (a “round” may consist of
any number of layers of the given gate type). On Lines 5 and 7, by the description of a
Clifford unitary we mean the concatenation of the descriptions of the rounds comprising
that unitary, defined as follows:

• SinceH2 = I a round of Hadamard gates equals
⊗n

j=1H
xj for some string x = (x1, . . . , xn) ∈

{0, 1}n. We call x the description of this round.

• Similarly since S4 = I, a round of phase gates can be described by a string in {0, 1, 2, 3}n.

• A round of CNOT gates acts on the standard basis as |x⟩ 7→ |Mx⟩ for some M ∈ GLn(F2),
because this holds for a single CNOT gate and GLn(F2) is closed under multiplication.
We call the pair (M,M−1) the description of this round.

Procedure 1 Circuit and oracle for Lemma 2.2.1

1: Construct |σ⟩A|+n⟩B. ▷ Using L.
2: controlled on the classical state |j⟩A|x⟩B,
3: apply a phase of sgnRe(⟨ηj |Cj |x⟩) by querying the oracle.
4: end control
5: Query descriptions of C0, . . . , CT−1. ▷ Merge with the Line 3 query using Eq. (2.1.1).
6: controlled on the classical state |j⟩A,
7: Apply (Cj)B using the queried description of Cj .
8: end control
9: Apply L†

A.

We now describe the QAC0
f implementation of Line 7 in greater detail. Given an index j

and descriptions of Clifford unitaries C0, . . . , CT−1, the description of Cj can be computed
using Lemma A.2.1. A polynomial-size QAC0

f circuit can then implement Cj by successively
implementing the rounds comprising Cj . Rounds of Hadamard and phase gates can be
implemented trivially. To implement a round of CNOT gates acting as |x⟩ 7→ |Mx⟩, first
compute y = Mx, and then uncompute x = M−1y controlled on y, using that parity is in
QAC0

f [49]. Since ε(n) ≥ exp(−poly(n)) it holds that t ≤ O(log n) and T ≤ poly(n), so An
requires poly(n) qubits.

Remark. Aaronson and Gottesman [5, Section 6] used similar reasoning to prove that Clif-
ford unitaries can be implemented in QNC1. The purpose of querying the description of Cj
in Line 5, rather than applying it nonuniformly in Line 7, is to make the circuit (unlike the
oracle) independent of |ψ⟩. The purpose of querying all of C0, . . . , CT−1, rather than just
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Cj , is so that the register holding the description of Cj is unentangled with the rest of the
system.

2.2.2 Proof of correctness

The string z referred to in the lemma is the concatenation of the descriptions of C0, . . . , CT−1

along with some number of zeros. Let |φ⟩ denote the final state in AB, let |θ⟩ =
〈
0t
∣∣
A
|φ⟩,

and let

|τ ⟩ =

(
I −

∣∣0t〉〈0t∣∣)
A
|φ⟩

∥(I − |0t⟩⟨0t|)A|φ⟩∥
=

(
I −

∣∣0t〉〈0t∣∣)
A
|φ⟩√

1− ∥|θ⟩∥2
.

Then∥∥∥Afn|0 . . . 0⟩ − (γ∣∣0t〉|ψ⟩+
√

1− γ2|τ ⟩
)
|z⟩
∥∥∥2

=
∥∥∥|φ⟩ − (γ∣∣0t〉|ψ⟩+

√
1− γ2|τ ⟩

)∥∥∥2
=
∥∥∥∣∣0t〉(|θ⟩ − γ|ψ⟩) +

(√
1− ∥|θ⟩∥2 −

√
1− γ2

)
|τ ⟩
∥∥∥2

= ∥|θ⟩ − γ|ψ⟩∥2 +
(√

1− ∥|θ⟩∥2 −
√

1− γ2
)2

= ∥|θ⟩ − γ|ψ⟩∥2 +

(
(∥|θ⟩∥+ γ)(∥|θ⟩∥ − γ)√

1− ∥|θ⟩∥2 +
√

1− γ2

)2

≤ ∥|θ⟩ − γ|ψ⟩∥2 +
(1 + γ)2

1− γ2
(∥|θ⟩∥ − γ)2 because ∥|θ⟩∥ ≤ 1

≤
(

1 +
(1 + γ)2

1− γ2

)
∥|θ⟩ − γ|ψ⟩∥2 by the triangle inequality

≤ 2.45∥|θ⟩ − γ|ψ⟩∥2,

so ∥∥∥Afn|0 . . . 0⟩ − (γ∣∣0t〉|ψ⟩+
√

1− γ2|τ ⟩
)
|z⟩
∥∥∥ ≤ 1.58∥|θ⟩ − γ|ψ⟩∥.

Inspection of Procedure 1 reveals that

|φ⟩ = L†
A

∑
j<T

jA ⊗ Cj∑
x∈{0,1}n

sgnRe(⟨ηj |Cj |x⟩)xB

|σ⟩A|+n⟩B,

so

|θ⟩ = ⟨σ|A

∑
j<T

jA ⊗ Cj · 2−n/2∑
x∈{0,1}n

sgnRe(⟨ηj |Cj |x⟩)|x⟩B

|σ⟩A
=
∑
j<T

|⟨j|σ⟩|2
∣∣pηj ,Cj

〉
B

=
1− β

1− βT
∑
j<T

βj |ϕj⟩ =
1− β

1− βT
· |ψ⟩ − |ηT ⟩

α
=
γ(|ψ⟩ − |ηT ⟩)

1− βT
,

and therefore by the triangle inequality

∥|θ⟩ − γ|ψ⟩∥ =
γ

1− βT
∥∥(|ψ⟩ − |ηT ⟩)−

(
1− βT

)
|ψ⟩
∥∥ =

γ

1− βT
∥∥βT |ψ⟩ − |ηT ⟩∥∥
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≤ γ

1− β
(
βT + ∥|ηT ⟩∥

)
≤ 2.86

(
βT + ∥|ηT ⟩∥

)
.

We prove by induction on k that ∥|ηk⟩∥ ≤ βk for all k. The base case k = 0 holds
because |η0⟩ = |ψ⟩. If the claim holds for k, then

∥|ηk+1⟩∥2 =
∥∥∥|ηk⟩ − αβk|ϕk⟩∥∥∥2 = ∥|ηk⟩∥2 − 2αβkRe(⟨ηk|ϕk⟩) + α2β2k

≤ ∥|ηk⟩∥2 − 2α2βk∥|ηk⟩∥+ α2β2k,

where the inequality is by the definition of |ϕk⟩. This bound is convex as a function of ∥|ηk⟩∥,
so it achieves its maximum over 0 ≤ ∥|ηk⟩∥ ≤ βk at either ∥|ηk⟩∥ = 0 or ∥|ηk⟩∥ = βk. In
both cases it follows straightforwardly that ∥|ηk+1⟩∥ ≤ βk+1, using in the ∥|ηk⟩∥ = 0 case
the fact that α < β, and using in the ∥|ηk⟩∥ = βk case the fact that 1− α2 = β2.

Finally, writing ε = ε(n) it holds that

βT = β2
t

= β2
⌈log log(1/ε)⌉+7 ≤ β128 log(1/ε) = ε128 log(1/β) ≤ ε8.36 ≤ ε · (1/2)7.36 ≤ 0.01ε,

so ∥∥∥Afn|0 . . . 0⟩ − (γ∣∣0t〉|ψ⟩+
√

1− γ2|τ ⟩
)
|z⟩
∥∥∥ ≤ 1.58 · 2.86 · 2βT ≤ ε.

2.2.3 Computing f in poly(n) space

Recall from Procedure 1 that the oracle f encodes, for each 0 ≤ j < T , a description
of the Clifford unitary Cj and the values sgnRe(⟨ηj |Cj |x⟩) for x ∈ {0, 1}n. The problem
is that sgnRe(⟨ηj |Cj |x⟩) depends discontinuously on ⟨ηj |Cj |x⟩, and ⟨ηj |Cj |x⟩ can only be
computed approximately due to (exponentially small) error in the description of |ηj⟩ and
in floating-point arithmetic. Therefore we will use a slightly different oracle f ′. Let δ =
0.01 · β2T ≥ exp(−poly(n)); we will use δ to define bounds on the floating-point error in
certain calculations.

The new oracle f ′ For a vector |η⟩ ∈
(
C2
)⊗n

and a Clifford unitary C, let∣∣p′η,C〉 = C · 2−n/2
∑

x∈{0,1}n
sgnRe

(
˜⟨η|C|x⟩

)
|x⟩,

where ˜⟨η|C|x⟩ is a value computable in poly(n) space (given descriptions of |η⟩ and C) such

that
∣∣∣ ˜⟨η|C|x⟩ − ⟨η|C|x⟩

∣∣∣ ≤ 2−n/2δ. For example we may compute ˜⟨η|C|x⟩ by a “sum over

histories” argument, i.e. write C = R1 · · ·R13 as the product of the rounds Ri comprising
the description of C, and use that

⟨η|C|x⟩ =
∑

y0,...,y12∈{0,1}n
⟨η|y0⟩ ·

12∏
i=1

⟨yi−1|Ri|yi⟩ · ⟨y12|R13|x⟩.

For a state |η⟩ and Clifford unitary C, if |Re(⟨η|C|x⟩)| > 2−n/2δ then sgnRe
(

˜⟨η|C|x⟩
)

=
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sgnRe(⟨η|C|x⟩), so by the triangle inequality

∣∣Re
(〈
η
∣∣p′η,C〉)− Re(⟨η|pη,C⟩)

∣∣ =

∣∣∣∣∣∣2−n/2
∑

x∈{0,1}n

(
sgnRe

(
˜⟨η|C|x⟩

)
− sgnRe(⟨η|C|x⟩)

)
Re(⟨η|C|x⟩)

∣∣∣∣∣∣
≤ 2−n/2

∑
x∈{0,1}n

2 · 2−n/2δ = 2δ.

Therefore by Lemma 2.2.2, for all states |η⟩ there exists a Clifford unitary C such that

Re
(〈
η
∣∣∣p′η,C〉) ≥ α− 2δ.

For k ≥ 0, given states |ϕ′0⟩, . . . ,
∣∣ϕ′k−1

〉
, let |η′k⟩ = |ψ⟩−α

∑k−1
j=0 β

j
∣∣∣ϕ′j〉, and let C ′

k be a

Clifford unitary such that the state |ϕ′k⟩ =
∣∣∣p′η′k,C′

k

〉
satisfies Re(⟨η′k|ϕ′k⟩) ≥ (α− 2δ)∥|η′k⟩∥−

δ. Let f ′ be the oracle that encodes, for each 0 ≤ j < T , the description of C ′
j and

sgnRe

(
˜〈
η′j

∣∣∣C ′
j |x⟩

)
for x ∈ {0, 1}n.

Computing f ′ in poly(n) space Given the description of |η′k⟩, a valid Clifford unitary
C ′
k can be found in poly(n) space by performing a brute-force search for a Clifford unitary

C such that Re
(〈
η′k

∣∣∣p′η′k,C〉) ≥ (α− 2δ)∥|η′k⟩∥. (The “extra” δ term in the definition of C ′
k

allows for floating-point error in the calculation of Re
(〈
η′k

∣∣∣p′η′k,C〉)− (α− 2δ)∥|η′k⟩∥ during

this search.) The description of the vector
∣∣η′k+1

〉
= |η′k⟩ − αβk|ϕ′k⟩ can be subsequently

computed in poly(n) space. Since |η′0⟩ = |ψ⟩, it follows by induction that descriptions of
C ′
k and

∣∣η′k+1

〉
for k ≥ 0 can be computed in (k + 1)poly(n) space, by answering queries

to individual bits of the description of |η′k⟩ recursively. Since T ≤ poly(n), descriptions
of C ′

k and |η′k⟩ for 0 ≤ k < T can be computed in poly(n) space. Finally, the value

sgnRe

(
˜〈η′k∣∣C ′

k|x⟩
)

can by definition be computed in poly(n) space given descriptions of

C ′
k and |η′k⟩.

Constructing |ψ⟩ using f ′ We now show that Eq. (2.2.1) still holds with f ′ substituted
for f . By reasoning similar to that in Section 2.2.2, there exist a state |τ ′⟩ and a string z′

such that
(〈

0t
∣∣⊗ I)|τ ′⟩ = 0 and∥∥∥Af ′n |0 . . . 0⟩ − (γ∣∣0t〉|ψ⟩+

√
1− γ2

∣∣τ ′〉)∣∣z′〉∥∥∥ ≤ 1.58 · 2.86
(
βT +

∥∥∣∣η′T 〉∥∥).
We prove by induction on k that ∥|η′k⟩∥

2 ≤ β2k + 0.1β2T
∑k−1

j=0 β
j for all k. The case

k = 0 holds trivially. If the claim holds for k, then (similarly to in Section 2.2.2)∥∥∣∣η′k+1

〉∥∥2 ≤ ∥∥∣∣η′k〉∥∥2 − 2αβk
(
(α− 2δ)

∥∥∣∣η′k〉∥∥− δ)+ α2β2k

=
∥∥∣∣η′k〉∥∥2 − 2α2βk

∥∥∣∣η′k〉∥∥+ α2β2k + βk · 2α
(
2
∥∥∣∣η′k〉∥∥+ 1

)
δ.
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By the triangle inequality

∥∥∣∣η′k〉∥∥ =

∥∥∥∥∥∥|ψ⟩ − α
k−1∑
j=0

βj
∣∣ϕ′j〉

∥∥∥∥∥∥ ≤ 1 + α
k−1∑
j=0

βj ≤ 1 +
α

1− β
= 1 +

1

γ
,

so recalling that δ = 0.01β2T it holds that

2α
(
2
∥∥∣∣η′k〉∥∥+ 1

)
δ ≤ 2α

(
2

(
1 +

1

γ

)
+ 1

)
· 0.01β2T < 0.1β2T ,

and therefore ∥∥∣∣η′k+1

〉∥∥2 ≤ ∥∥∣∣η′k〉∥∥2 − 2α2βk
∥∥∣∣η′k〉∥∥+ α2β2k + βk · 0.1β2T .

The rest of the inductive argument follows by reasoning similar to that in Section 2.2.2.
Therefore ∥|η′T ⟩∥ ≤

√
β2T + 0.1β2T /(1− β) < 1.7βT , and the rest of the proof is similar

to that in Section 2.2.2.

2.2.4 Alternate proof

Below we argue that in the proof of (a statement similar to) Lemma 2.2.1, instead of
using states of the form C · 2−n/2

∑
x∈{0,1}n ±|x⟩ where C is a Clifford unitary, we could

alternatively use what we call “hash states”:

Definition 2.2.3 (Hash states). A hash state is an n-qubit state |ϕ⟩ such that there exists
a set S ⊆ {0, 1}n, with |S| = 2k a power of 2, such that |ϕ⟩ = |S|−1/2

∑
x∈S σx|x⟩ where

σx ∈ {1,−1}, and furthermore there exists a linear transformation A : Fn2 → Fk2 that is
one-to-one on S. In particular if k = 0 then A exists vacuously.

Remark. The resulting variant of Lemma 2.2.1 would have a lower QAC0
f circuit depth, but

a measurement of the first t qubits would output 0t with probability Θ(1/n) instead of Θ(1).
This is not a problem for our proofs of Theorems 1.2.4 and 1.4.3 and Observation 1.3.18,
but would be in our proof of Theorem 1.3.12.

A hash state |ϕ⟩ can be constructed with one query as follows. First prepare
∣∣+k

〉
in

a register R. Then controlled on the state |y⟩R where y ∈ {0, 1}k, query the unique string
x ∈ S such that Ax = y, while simultaneously making a query to apply a phase of σx.
Finally use A to uncompute y controlled on x, using that parity is in QAC0

f [49].

More generally, for 0 ≤ j < T let |ϕj⟩ be a hash state and let Aj ∈ Fkj×n2 be the linear
transformation associated with |ϕj⟩. To construct |ϕj⟩ controlled on j, first construct |+n⟩R,
and then proceed as above controlled on j. Here the oracle ignores the last n− kj qubits of
R, and also outputs descriptions of A0, . . . , AT−1. Finally uncompute

∣∣+n−kj
〉

in the last
n− kj qubits of R, controlled on kj (which is implicit in the description of Aj).

All that remains is to write an arbitrary n-qubit state |ψ⟩ as a linear combination
of hash states, in a manner suitable to an LCU application like that in Section 2.3.1.
(It will be apparent from our proof that the queries can be computed in poly(n) space
given the description of |ψ⟩, by reasoning similar to that in Section 2.2.3.) By writing
|ψ⟩ = |ψR⟩ + i|ψI ⟩ where |ψR⟩ and |ψI ⟩ are real-valued vectors, it suffices to write a real-
valued vector with norm at most 1 as such a linear combination of hash states. To do this
we will need the following lemma, which is proved using the probabilistic method:
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Lemma 2.2.4. Let n > 0. For all S ⊆ Fn2 with |S| = 2k a power of 2, there exists a matrix
A ∈ Fk×n2 satisfying |{Ax : x ∈ S}| > 1

2 · 2
k.

We remark that Alon, Dietzfelbinger, Miltersen, Petrank and Tardos [8] also investigated
the properties of random linear hash functions from S ⊆ Fn2 to Fk2. However, they did not
bound the number of nonempty buckets when |S| = 2k.

Proof of Lemma 2.2.4. Let A ∈ Fk×n2 be uniform random conditioned on having rank k.
The kernel of A has dimension n − k and therefore contains 2n−k elements, one of which
is the all-zeros vector. Therefore any fixed nonzero vector is in ker(A) with probability

p := 2n−k−1
2n−1 .1 We say that distinct strings x, y ∈ S collide if Ax = Ay. Since any distinct

x, y ∈ S collide with probability Pr(A(x+ y) = 0) = p, the expected number of collisions is(
|S|
2

)
· p =

2k(2k − 1)

2
· 2n−k − 1

2n − 1
=

2k − 1

2
· 2n − 2k

2n − 1
<

2k

2
.

Therefore there exists a fixed matrix A with less than 2k/2 collisions.
Let T = {Ax : x ∈ S}, t = |T | and for y ∈ T let Sy = {x ∈ S : Ax = y}. The sets Sy

form a partition of S, so by Jensen’s inequality the number of collisions is2

∑
y∈T

(
|Sy|

2

)
≥ t ·

(∑
y∈T |Sy|/t

2

)
= t ·

(
2k/t

2

)
=

2k

2
·
(

2k

t
− 1

)
.

Since 2k/2 is greater than the number of collisions which is at least 2k/2 · (2k/t − 1), it
follows that t > 2k/2.

Using Lemma 2.2.4 we prove the following:

Lemma 2.2.5. For all n-qubit states |ψ⟩ with real (standard-basis) amplitudes, there exists
a hash state |ϕ⟩ such that ⟨ϕ|ψ⟩ ≥ Ω(1/

√
n).

Proof of Lemma 2.2.5. Write |ψ⟩ =
∑

x∈{0,1}n αx|x⟩. By a limiting argument we can as-
sume without loss of generality that the |αx| are all distinct. Let 0 ≤ k ≤ n be a parameter
to be chosen later, and let S be the set of the 2k largest elements of {0, 1}n according to
the total order defined by x > y when |αx| > |αy|. By Lemma 2.2.4 there exists a matrix
A ∈ Fk×n2 such that |{Ax : x ∈ S}| > 1

2 · 2
k.

Define a function f : {0, 1}k → {0, 1}n as follows: for all y ∈ {0, 1}k, if there exists
x ∈ S such that Ax = y then let f(y) be the lexicographically first x ∈ S such that Ax = y,
and otherwise let f(y) be the lexicographically first x ∈ {0, 1}n such that Ax = y. (To see
that such an x exists in the latter case, note that A has rank k because the image of A has
cardinality greater than 2k−1.) Let |ϕ⟩ = 2−k/2

∑
x∈im f sgn(αx)|x⟩ where im f denotes the

image of f . Clearly |ϕ⟩ is a hash state, and

⟨ϕ|ψ⟩ = 2−k/2
∑
x∈im f

|αx| ≥ 2−k/2
∑

x∈im f∩S
|αx| ≥ 2−k/2 · | im f ∩ S| ·min

x∈S
|αx|

1One way to see this is as follows. Let x, y ∈ Fn
2 be nonzero vectors, and let B ∈ Fn×n

2 be an invertible
matrix such that Bx = y. Then AB is distributed identically to A, so Pr(Ax = 0) = Pr(ABx = 0) =
Pr(Ay = 0).

2Define
(
r
2

)
= r(r − 1)/2 even for non-integer values of r.
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= 2−k/2 · |{Ax : x ∈ S}| ·min
x∈S
|αx| ≥

1

2
· 2k/2 ·min

x∈S
|αx|.

For j ∈ [2n] let βj be the j’th largest element of the set {|αx| : x ∈ {0, 1}n}, and let
µ = maxj∈[2n] βj

√
j. Then

1 =
∑

x∈{0,1}n
α2
x =

2n∑
j=1

β2j ≤
2n∑
j=1

(µ/
√
j)2 = µ2

2n∑
j=1

1/j ≤ O(µ2n),

so µ ≥ Ω(1/
√
n). Let j ∈ [2n] be such that µ = βj

√
j, and choose k such that 2k ≤ j < 2k+1.

Then,

⟨ϕ|ψ⟩ ≥ 1

2
·
√

2k · β2k ≥
1

2
·
√
j/2 · βj =

1

2
√

2
· µ ≥ Ω(1/

√
n).

2.3 State synthesis algorithms: removing the postselection

In this section we formally state and prove both the non-clean, one-query version and the
clean, four-query version of Theorem 1.2.4. We also give a clean, ten-query state synthesis
algorithm that has two advantages compared to the four-query algorithm. First, the ten-
query algorithm is simpler. Second, the oracle in the ten-query algorithm requires fewer
input bits, which will be relevant when we prove circuit upper bounds for approximately
constructing arbitrary states (i.e. Theorem 1.3.12).

All of these algorithms invoke the algorithm from Lemma 2.2.1. Let γ be the constant
from Lemma 2.2.1. Given an n-qubit state |ψ⟩ and parameter ε, when we say “define
A, f, |τ ⟩, z, t as in Lemma 2.2.1 with respect to |ψ⟩ and error tolerance ε”, we mean that
A is the circuit An from Lemma 2.2.1 and all other variables have the same meaning as in
Lemma 2.2.1. We will write ε = ε(n) and t = t(n) when n is implicit. In the four- and
ten-query algorithms not all of the queries will be to precisely the same function, but this
can easily be addressed as discussed shortly after Question 1.2.1.

2.3.1 The one-query algorithm

We prove the following by using parallel repetition to boost the success probability from
Lemma 2.2.1:

Theorem 2.3.1. Let ε be a function such that ε(n) ≥ exp(−poly(n)) and ε(n) is computable
in poly(n) time for all n. Then there is a uniform sequence of poly(n)-qubit QAC0

f circuits
(Cn)n, each making one query to a classical oracle, such that for every n-qubit state |ψ⟩
there exists a classical oracle f = f|ψ⟩ such that the reduced state ρ on the first n qubits of

Cfn |0 . . . 0⟩ satisfies td(ρ, ψ) ≤ ε(n). Furthermore there is an algorithm that takes as input
the description of an n-qubit state |ψ⟩ and a string x, runs in poly(n) space, and outputs
f|ψ⟩(x).

Proof. Let s = ⌈2 ln(2/ε)/γ2⌉ ≤ poly(n), and define A, f, |τ ⟩, z, t as in Lemma 2.2.1 with
respect to |ψ⟩ and error tolerance ε/(2s) ≥ exp(−poly(n)). The algorithm is presented in
Procedure 2, where Ak is a t-qubit register, Bk is an n-qubit register, and Ck is a |z|-qubit
register for all k ∈ [s]. Procedure 2 is phrased in terms of multiple parallel queries, but
these can be merged into a single query using Eq. (2.1.1). The QAC0

f implementation of
Line 5 uses Lemma A.2.1.
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Procedure 2 One-query state synthesis

1: for k ∈ [s] in parallel do
2: Apply Af in AkBkCk. ▷ Merge queries using Eq. (2.1.1).
3: end for
4: controlled on the classical state |x1⟩A1

· · · |xs⟩As

5: if there exists k such that xk = 0t then return Bk for the smallest such k.
6: else return an arbitrary n-qubit state.
7: end if
8: end control

Let

|φ̃⟩ =

s⊗
k=1

(
γ
∣∣0t〉

Ak
|ψ⟩Bk

+
√

1− γ2|τ ⟩AkBk

)
|z⟩Ck

,

and let ρ̃ denote the n-qubit output state produced by running Lines 4 to 8 on |φ̃⟩. If the
Ak registers of |φ̃⟩ are measured in the standard basis, then the probability that none of
the measurement outcomes are 0t is

(
1− γ2

)s ≤ exp(−γ2s), so by Eq. (1.6.2)

td(ψ, ρ̃) ≤ exp(−γ2s/2) ≤ ε/2.

Let |φ⟩ denote the state of the system after Line 3. Then by Eqs. (1.6.1) and (1.6.3) and
the triangle inequality

td(ρ̃, ρ) ≤ td(φ̃, φ) ≤ ∥|φ̃⟩ − |φ⟩∥ ≤ s · ε/(2s) = ε/2,

so by the triangle inequality

td(ρ, ψ) ≤ td(ρ, ρ̃) + td(ρ̃, ψ) ≤ ε/2 + ε/2 = ε.

2.3.2 The ten-query algorithm

We prove the following by using amplitude amplification to boost the success probability
from Lemma 2.2.1:

Theorem 2.3.2. Let ε be a function such that ε(n) ≥ exp(−poly(n)) and ε(n) is com-
putable in poly(n) time for all n. Then there is a uniform sequence of poly(n)-qubit QAC0

f

circuits (Cn)n, each making ten queries to a classical oracle, such that for every n-qubit state

|ψ⟩ there exists a classical oracle f = f|ψ⟩ such that
∥∥∥Cfn |0 . . . 0⟩ − |ψ⟩|0 . . . 0⟩∥∥∥ ≤ ε(n). Fur-

thermore there is an algorithm that takes as input the description of an n-qubit state |ψ⟩
and a string x, runs in poly(n) space, and outputs f|ψ⟩(x).

Proof. Define A, f, |τ ⟩, z, t as in Lemma 2.2.1 with respect to |ψ⟩ and error tolerance
ε/(9
√

2). Since sin(π/18) < 0.174 < 0.18 < γ, there exists a one-qubit gate G such that

G|0⟩ =
sin(π/18)

γ
|0⟩+

√
1−

(
sin(π/18)

γ

)2

|1⟩.

Let |θ⟩ =
(
G⊗Af

)
|0 . . . 0⟩. The algorithm is described in Procedure 3.3

3Inspection of the proof of Lemma 2.2.1 reveals that the last query (i.e. uncomputing z) can be computed
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Procedure 3 Ten-query state synthesis

1: Construct
(
(2θ − I) ·

((
I − 2

∣∣01+t〉〈01+t∣∣)⊗ I))4|θ⟩.
2: Use one more query to uncompute z.

By Lemma 2.1.1 it suffices to prove that if we substitute the state∣∣∣θ̃〉 = G|0⟩ ⊗
(
γ
∣∣0t〉|ψ⟩+

√
1− γ2|τ ⟩

)
|z⟩

for each occurrence of |θ⟩ in Procedure 3, then the output state is exactly |ψ⟩|0 . . . 0⟩. Since(〈
01+t

∣∣⊗ I)∣∣∣θ̃〉 = sin(π/18)|ψ⟩|z⟩, we may write∣∣∣θ̃〉 =
(
sin(π/18)

∣∣01+t〉|ψ⟩+ cos(π/18)|φ⟩
)
|z⟩

for some state |φ⟩ such that
(〈

01+t
∣∣⊗ I)|φ⟩ = 0. By well-known arguments (cf. the proof

of correctness of Grover’s algorithm [80]) it follows that if
∣∣∣θ̃〉 is substituted for |θ⟩, then

the output state is(
sin(9 · π/18)

∣∣01+t〉|ψ⟩+ cos(9 · π/18)|φ⟩
)
|0 . . . 0⟩ = |ψ⟩|0 . . . 0⟩.

2.3.3 The four-query algorithm

The following statement is identical to Theorem 2.3.2 except with “four” instead of “ten”,
and is proved by a combination of the ideas from Sections 2.3.1 and 2.3.2:

Theorem 2.3.3. Let ε be a function such that ε(n) ≥ exp(−poly(n)) and ε(n) is computable
in poly(n) time for all n. Then there is a uniform sequence of poly(n)-qubit QAC0

f circuits
(Cn)n, each making four queries to a classical oracle, such that for every n-qubit state

|ψ⟩ there exists a classical oracle f = f|ψ⟩ such that
∥∥∥Cfn |0 . . . 0⟩ − |ψ⟩|0 . . . 0⟩∥∥∥ ≤ ε(n).

Furthermore there is an algorithm that takes as input the description of an n-qubit state
|ψ⟩ and a string x, runs in poly(n) space, and outputs f|ψ⟩(x).

Proof. Let δ =
√

1− γ2. Let s be the smallest power of 2 that is at least log(4/ε)/ log(1/δ),
and observe that s ≤ 2 log(4/ε)/ log(1/δ) ≤ poly(n). Define A, f, |τ ⟩, z, t as in Lemma 2.2.1
with respect to |ψ⟩ and error tolerance ε/(

√
2 · 8s).

First we show how to approximately construct |τ ⟩|z⟩ with three queries using amplitude
amplification. Since sin(π/6) = 1/2 < 0.98 ≈ δ, there exists a one-qubit gate G such that

G|0⟩ =
sin(π/6)

δ
|0⟩+

√
1−

(
sin(π/6)

δ

)2

|1⟩.

Let |θ⟩ =
(
G⊗Af

)
|0 . . . 0⟩ and

Uf = (2θ − I)
((
I − 2|0⟩⟨0| ⊗

(
I −

∣∣0t〉〈0t∣∣))⊗ I)(G⊗Af).
in poly(n) space, as required by the theorem. The idea to use G to artificially decrease the initial “success”
amplitude was suggested to us by Wiebe [102].
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Then Uf can be efficiently implemented with three queries, and if Af exactly constructs(
γ
∣∣0t〉|ψ⟩+ δ|τ ⟩

)
|z⟩ then Uf exactly constructs |0⟩|τ ⟩|z⟩ by reasoning similar to that in

Section 2.3.2.
Since

s−1∑
k=0

δk|k⟩ =
(
|0⟩+ δs/2|1⟩

)
⊗
(
|0⟩+ δs/4|1⟩

)
⊗ · · · ⊗ (|0⟩+ δ|1⟩),

there exists a tensor product L of one-qubit gates such that

L
∣∣∣0log s〉 =

γ√
1− δ2s

s−1∑
k=0

δk|k⟩.

The algorithm is presented in Procedure 4, where Ak is a t-qubit register, Bk is an n-qubit
register, and Ck is a |z|-qubit register for all 0 ≤ k < s; additionally K is a (log s)-qubit
register and O is an n-qubit register. The extra ancilla qubit in Line 12 accounts for the
fact that Uf acts on one more qubit than Af does. The QAC0

f implementation of Line 9
uses Lemma A.2.1, and the QAC0

f implementations of Lines 12 and 13 use Lemma A.2.2.4

Procedure 4 Four-query state synthesis

1: for 0 ≤ k < s in parallel do
2: Apply Af in AkBkCk. ▷ Merge queries using Eq. (2.1.1).
3: end for
4: controlled on the classical state |x0⟩A0

· · · |xs−1⟩As−1

5: if there exists k such that xk = 0t then K← the smallest such k.
6: end if
7: end control
8: controlled on the classical state |k⟩K
9: Swap Bk and O.

10: Uncompute |z⟩Ck
, controlled on |z⟩Cj

for some j ̸= k.

11: for 0 ≤ j < s in parallel do ▷ Merge queries using Eq. (2.1.1).

12: if j < k then then apply
(
Uf
)†

in AjBjCj (with one extra ancilla qubit).

13: else if j > k then then apply
(
Af
)†

in AjBjCj .
14: end if
15: end for
16: end control
17: Apply L† in K.
18: return O.

Assume for now that Af exactly constructs
(
γ
∣∣0t〉|ψ⟩+ δ|τ ⟩

)
|z⟩. Let |Ψℓ⟩ denote the

state of the system after line ℓ, up to omitting registers in the all-zeros state for brevity.
Then

|Ψ3⟩ =
s−1⊗
k=0

Af |0 . . . 0⟩AkBkCk
=

s−1⊗
k=0

(
γ
∣∣0t〉

Ak
|ψ⟩Bk

+ δ|τ ⟩AkBk

)
|z⟩Ck

,

4Although not directly implied by Lemma A.2.2, inspection of the proof of Lemma A.2.2 reveals that
if (Bn)n is a uniform sequence of polynomial-size QAC0

f circuits then (ctrl-Bn)n can be implemented by a
uniform sequence of polynomial-size QAC0

f circuits.
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so∥∥∥∥∥∥|Ψ7⟩ −
s−1∑
k=0

δkγ|k⟩K ⊗
k−1⊗
j=0

|τ ⟩AjBj
|z⟩Cj

⊗
∣∣0t〉

Ak
|ψ⟩Bk

|z⟩Ck
⊗

s−1⊗
j=k+1

Af |0 . . . 0⟩AjBjCj

∥∥∥∥∥∥ ≤ δs,
so ∥∥∥∥∥|Ψ16⟩ − |ψ⟩O ⊗

s−1∑
k=0

δkγ|k⟩K ⊗ |0 . . . 0⟩A0B0C0···As−1Bs−1Cs−1

∥∥∥∥∥ ≤ δs,
so ∥∥∥|Ψ18⟩ −

√
1− δ2s|ψ⟩|0 . . . 0⟩

∥∥∥ ≤ δs.
By the triangle inequality it follows that

∥|Ψ18⟩ − |ψ⟩|0 . . . 0⟩∥ ≤ 1−
√

1− δ2s + δs ≤ δ2s + δs ≤ 2δs.

Now remove the assumption that Af constructs
(
γ
∣∣0t〉|ψ⟩+ δ|τ ⟩

)
|z⟩ exactly. Proce-

dure 4 makes 4s queries to ctrl-Af and its inverse, so by Lemma 2.1.1 it follows that the
actual output state |Ψ18⟩ satisfies

∥|Ψ18⟩ − |ψ⟩|0 . . . 0⟩∥ ≤ 2δs +
√

2 · 4s · ε/(
√

2 · 8s) ≤ ε/2 + ε/2 = ε.

2.4 U-qRAMs and unitary synthesis

We repeat the following definition for convenience:

Definition 1.2.6 (U -qRAM). Given an n-qubit unitary U , call a unitary A acting on
m ≥ 2n qubits a U -qRAM if A|x, 0m−n⟩ = |x⟩ ⊗ U |x⟩ ⊗

∣∣0m−2n
〉

for all x ∈ {0, 1}n.

In Section 2.4.1 we reduce the task of implementing U to that of implementing a U -
qRAM. Then in Section 2.4.2 we obtain an upper bound for the unitary synthesis problem
as a corollary, and also present a weaker upper bound for the unitary synthesis problem
using quantum teleportation. Finally in Section 2.4.3 we prove a matching query lower
bound for implementing U using a U -qRAM.

2.4.1 Upper bound for implementing U given a U-qRAM

We will use a variant of Grover search that finds the marked string with certainty rather
than just with high probability:

Lemma 2.4.1. There is a uniform sequence of QACf circuits (Gn)n—each of depth O
(
2n/2

)
,

making O
(
2n/2

)
queries, and with one ancilla—such that for all x ∈ {0, 1}n it holds that

G
I−2|x,1⟩⟨x,1|
n cleanly, exactly constructs |x⟩.

Imre and Balázs [58] survey several proofs of the query upper bound from Lemma 2.4.1
in detail, and below we include an alternate proof of Lemma 2.4.1 due to Wiebe [102]:

Proof. Let x ∈ {0, 1}n denote the marked string that we wish to find, and let

t =
⌈π

4
2n/2

⌉
, θ =

π/2

2t+ 1
, p = 2n sin2 θ.
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Since p ≤ 2nθ2 ≤ 2n
(
π/2
2t

)2
≤ 1 we can define states

|ψ0⟩ = |+n⟩ ⊗
(√

1− p|0⟩+
√
p|1⟩

)
, |ψt⟩ = ((2|ψ0⟩⟨ψ0| − I)(I − 2|x, 1⟩⟨x, 1|))t|ψ0⟩,

and since ⟨x, 1|ψ0⟩ = 2−n/2
√
p = sin θ we may write |ψ0⟩ = cos θ|α⟩ + sin θ|β⟩ where

|β⟩ = |x, 1⟩ and |α⟩ is a superposition of standard basis states besides |x, 1⟩. By reasoning
similar to that in the proof of correctness of Grover’s algorithm [27, 80] it follows that

|ψt⟩ = cos((2t+ 1)θ)|α⟩+ sin((2t+ 1)θ)|β⟩ = cos(π/2)|α⟩+ sin(π/2)|β⟩ = |x, 1⟩.

Now we prove the following:

Theorem 2.4.2 (formal version of Theorem 1.2.7). There is a uniform family of QACf

circuits (Cn,m)n,m for m ≥ 2n—each of depth O
(
2n/2

)
, making O

(
2n/2

)
queries to an m-

qubit quantum oracle, and acting on O(m) qubits—such that for all n-qubit unitaries U and
all m-qubit U -qRAMs A it holds that CAn,m cleanly, exactly implements U .

Proof. By linearity we may assume that the input is a string x ∈ {0, 1}n; our goal is to
output U |x⟩ ⊗ |0 . . . 0⟩. First apply A, yielding |x⟩ ⊗ U |x⟩ ⊗ |0 . . . 0⟩. The challenge now is
to uncompute |x⟩.

Let
C = (A⊗ I1)

(
In ⊗

(
Im−n+1 − 2

∣∣0m−n, 1
〉〈

0m−n, 1
∣∣))(A† ⊗ I1

)
,

and observe that C can be implemented by a QAC0
f circuit making two queries. By the

definition of A we have that

C = (A⊗ I1)

Im+1 − 2
∑

y∈{0,1}n
|y⟩⟨y| ⊗

∣∣0m−n〉〈0m−n∣∣⊗ |1⟩⟨1|
(A† ⊗ I1

)
= Im+1 − 2

∑
y∈{0,1}n

|y⟩⟨y| ⊗ U |y⟩⟨y|U † ⊗
∣∣0m−2n

〉〈
0m−2n

∣∣⊗ |1⟩⟨1|
= Im+1 − 2

∑
y∈{0,1}n

|y, 1⟩⟨y, 1| ⊗ U |y⟩⟨y|U † ⊗
∣∣0m−2n

〉〈
0m−2n

∣∣,
where in the last line we reorder the qubits for future convenience. Therefore

C
(
In+1 ⊗ U |x⟩ ⊗

∣∣0m−2n
〉)

= (In+1 − 2|x, 1⟩⟨x, 1|)⊗ U |x⟩ ⊗
∣∣0m−2n

〉
,

so using our copy of U |x⟩, the circuit C can implement the reflection In+1 − 2|x, 1⟩⟨x, 1| in
a disjoint register without disturbing the copy of U |x⟩.

We could therefore simulate the circuit Gn from Lemma 2.4.1, with queries to I −
2|x, 1⟩⟨x, 1| answered in this manner, to construct a copy of |x⟩. Instead perform this
simulation in reverse, to uncompute the existing copy of |x⟩ while preserving the copy of
U |x⟩. Finally swap U |x⟩ into the appropriate register.

2.4.2 Upper bound for unitary synthesis

Theorem 2.4.3 (formal version of Theorem 1.2.5). Let ε(n) = exp(−poly(n)). Then there
is a uniform sequence of QACf circuits (Cn)n—each of depth O

(
2n/2

)
, making O

(
2n/2

)
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queries, and with poly(n) ancillae—such that for all n-qubit unitaries U there exists a

classical oracle f such that
∥∥∥Cfn(In ⊗ |0 . . . 0⟩)− U ⊗ |0 . . . 0⟩

∥∥∥ ≤ ε(n).

Proof. By generalizing Theorem 2.3.3 from states to qRAMs (using Eq. (2.1.2)), there is
a uniform sequence of poly(n)-qubit QAC0

f circuits (An)n, each making four queries to a
classical oracle, such that for all n-qubit unitaries U there exists a classical oracle f such
that

max
x∈{0,1}n

∥∥∥Afn∣∣x, 0n+m〉− |x⟩ ⊗ U |x⟩ ⊗ |0m⟩∥∥∥ ≤ ε/(c2n · √2
)

for m = poly(n). Here c is a constant such that the circuit in Theorem 2.4.2 makes at most
c2n/2 queries. Since the operator norm of a matrix is at most the Frobenius norm, it follows
that∥∥∥∥∥∥Afn(In ⊗ ∣∣0n+m〉)−

∑
x∈{0,1}n

|x⟩⟨x| ⊗ U |x⟩ ⊗ |0m⟩

∥∥∥∥∥∥ ≤
√√√√ ∑

x∈{0,1}n

∥∥∥Afn|x, 0n+m⟩ − |x⟩ ⊗ U |x⟩ ⊗ |0m⟩∥∥∥2
≤ ε/

(
c2n/2 ·

√
2
)
,

so the result follows by Theorem 2.4.2 and Lemma 2.1.1.

2.4.3 Lower bound for implementing U given a U-qRAM

For linear transformations L,M from n qubits to m qubits where n ≤ m let ⟨L,M⟩ =
2−n tr

(
L†M

)
, i.e. ⟨·, ·⟩ is the Frobenius inner product normalized such that ⟨A,A⟩ = 1 for

all isometries A.

Theorem 2.4.4 (formal version of Theorem 1.2.8). For all sequences of quantum circuits
(Cn)n making o

(
2n/2

)
queries to a 2n-qubit quantum oracle, with probability 1− o(1) over a

Haar random n-qubit unitary U , there exists a 2n-qubit U -qRAM A such that for all states
|ψ⟩, ∣∣〈CAn (In ⊗ |0 . . . 0⟩), U ⊗ |ψ⟩

〉∣∣ ≤ o(1).

Proof. For a permutation σ of {0, 1}n letAσ be the unitary defined byAσ|x, y⟩ = |x, y ⊕ σ(x)⟩
for all x, y ∈ {0, 1}n. Nayak [79, Corollary 1.2] proved that any quantum circuit making
o
(
2n/2

)
queries to Aσ outputs σ−1(0n) with probability less than 1/2, where the probability

is over a uniform random permutation σ of {0, 1}n as well as the randomness of the out-
put measurement. (We remark that Ambainis [10] previously proved a similar result using
different techniques.)

Let ε, δ > 0 be universal constants, and assume for the sake of contradiction that there
exists a quantum circuit C making o

(
2n/2

)
queries to a 2n-qubit quantum oracle, such

that with probability at least ε over a Haar random n-qubit unitary U , for all 2n-qubit
U -qRAMs A, there exists a state |ψ⟩ such that

∣∣〈CA(In ⊗ |0 . . . 0⟩), U ⊗ |ψ⟩
〉∣∣ ≥ δ. We

prove that there exists a quantum oracle circuit making o
(
2n/2

)
queries to Aσ that outputs

σ−1(0n) with probability Ω(1), where the probability is over a uniform random permutation
σ of {0, 1}n as well as the randomness of the output measurement. By executing this circuit
constantly many times until it outputs σ−1(0n), we can boost the success probability to be
greater than 1/2 which contradicts Nayak’s result. Therefore no such circuit C exists.

Write C = CsQsCs−1Qs−1 · · ·C0 for s = o
(
2n/2

)
, where each Ci is a unitary and each

Qi is a placeholder for either a forward or backward query. For an n-qubit unitary R,
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define a quantum circuit CR by replacing each forward query Qi in C with (In⊗R)Qi, and
replacing each backward query Qi in C with Qi

(
In ⊗R†). For a permutation σ of {0, 1}n

let Pσ denote the corresponding permutation matrix on n qubits, i.e. Pσ|x⟩ = |σ(x)⟩ for all
x ∈ {0, 1}n. Clearly for all R, σ it holds that CAσ

R = C(In⊗R)Aσ , and that (In ⊗ R)Aσ is a
2n-qubit RPσ-qRAM. If σ is fixed and R is Haar random, then RPσ is also Haar random
and so

PrR

(∣∣∣〈CAσ
R (In ⊗ |0 . . . 0⟩), RPσ ⊗ |ψ⟩

〉∣∣∣ ≥ δ) ≥ ε.
Call a fixed unitaryR “good with respect to σ” if

∣∣∣〈CAσ
R (In ⊗ |0 . . . 0⟩), RPσ ⊗ |ψ⟩

〉∣∣∣ ≥ δ.
Also let DR = C†

R(R ⊗ |ψ⟩). (For intuition, if R is good with respect to σ then CAσ
R

approximately implements RPσ, and so DR approximately implements Pσ−1 .) If R is good
with respect to σ then

δ ≤
∣∣∣∣2−n tr

(
(In ⊗ ⟨0 . . . 0|)

(
CAσ
R

)†
(RPσ ⊗ |ψ⟩)

)∣∣∣∣ (definition of ⟨·, ·⟩)

=

∣∣∣∣∣∣2−n
∑

x∈{0,1}n
⟨x, 0 . . . 0|

(
CAσ
R

)†
(RPσ|x⟩ ⊗ |ψ⟩)

∣∣∣∣∣∣ (definition of trace)

≤ 2−n
∑

x∈{0,1}n

∣∣∣⟨x, 0 . . . 0|DAσ
R |σ(x)⟩

∣∣∣ (triangle ineq., definitions of DR, Pσ)

≤ 2−n
∑

x∈{0,1}n

∥∥∥(〈σ−1(x)
∣∣⊗ I)DAσ

R |x⟩
∥∥∥ (Cauchy-Schwarz, x← σ−1(x)).

For x ∈ {0, 1}n let pσ,R,x be the probability that if we run DAσ
R on input x and measure

the first n qubits of the output state, then the result is σ−1(x). Then we can phrase
the above inequality as δ ≤ 2−n

∑
x∈{0,1}n

√
pσ,R,x, and by Cauchy-Schwarz it follows that

δ2 ≤ 2−n
∑

x∈{0,1}n pσ,R,x.
Therefore for every fixed permutation σ of {0, 1}n, for Haar random R and uniform

random x ∈ {0, 1}n, it holds that

ε ≤ Pr
R

(R is good w.r.t. σ) ≤ Pr
R

(
δ2 ≤ E

x
[pσ,R,x]

)
≤ δ−2 E

R,x
[pσ,R,x]

where the last step is by Markov’s inequality. If we also take σ to be uniform random
then Eσ,R,x[pσ,R,x] ≥ εδ2, so there exist fixed values of R and x such that Eσ[pσ,R,x] ≥ εδ2.
Thus there exists a quantum circuit (specifically DAσ

R |x⟩ for these fixed values of R and x)
making o

(
2n/2

)
queries to Aσ that outputs σ−1(x) with probability at least εδ2, where the

probability is over a uniform random permutation σ of {0, 1}n as well as the randomness of
the output measurement. By symmetry such a circuit exists with x = 0n as desired.



Chapter 3

Bounds on the QAC0 complexity of
parity and fanout

Cats and tomatoes don’t mix!

Code Geass S2E05

We repeat the definition of QAC0 for convenience:

Definition 1.3.5 (QAC0 [49]). A QAC circuit is a quantum circuit consisting of arbitrary
one-qubit gates, as well as generalized Toffoli gates of arbitrary arity defined by

|x, b⟩ 7→

∣∣∣∣∣∣x, b⊕
n∏
j=1

xj

〉
for x = (x1, . . . , xn) ∈ {0, 1}n, b ∈ {0, 1},

or equivalently generalized Z gates of arbitrary arity defined by

Z = I − 2|1 . . . 1⟩⟨1 . . . 1|.

(The equivalence between generalized Toffoli and Z gates is illustrated in Fig. 3, and was
observed by Fang, Fenner, Green, Homer and Zhang [42].) A QAC0 circuit is a constant-
depth QAC circuit.

We use the following notation:

Definition 3.0.1 (Parity, fanout, and the cat state). We denote the n-qubit parity and
fanout transformations respectively by

Pn|b, x1, . . . , xn−1⟩ =

∣∣∣∣∣∣b⊕
n−1⊕
j=1

xj , x1, . . . , xn−1

〉
,

Fn|b, x1, . . . , xn−1⟩ = |b, x1 ⊕ b, . . . , xn−1 ⊕ b⟩,

and the n-qubit cat state by
∣∣

n

〉
= 1√

2
|0n⟩+ 1√

2
|1n⟩.

Observe that
∣∣

n

〉
= Fn(H ⊗ In−1)|0n⟩, so lower bounds for constructing the cat state

imply lower bounds for computing fanout (and therefore for computing parity, by Fig. 6).
We also introduce the following generalizations of the cat state:

45
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Definition 3.0.2 (Nekomata). An n-nekomata is a purification of 1
2 |0

n⟩⟨0n|+ 1
2 |1

n⟩⟨1n|, or
equivalently a state of the form 1√

2
|0n⟩|ψ0⟩+ 1√

2
|1n⟩|ψ1⟩ for some states |ψ0⟩, |ψ1⟩ on any

number of qubits. We refer to the n qubits on which the reduced state is 1
2 |0

n⟩⟨0n|+ 1
2 |1

n⟩⟨1n|
as the targets of an n-nekomata.

We choose the name “nekomata” because nekomata are two-tailed cats from Chinese
and Japanese folklore, and the states |ψ0⟩ and |ψ1⟩ can be thought of as “tails” of the cat
state.

In Section 3.1 we introduce a normal form for QAC circuits which will be used in some
of our proofs. In Section 3.2 we prove that exponentially large depth-2 QAC0 circuits can
approximately construct an n-nekomata, and we prove a matching lower bound for a certain
class of QAC0 circuits (which we call “mostly classical circuits”) that generalizes the circuit
from our upper bound. Then in Section 3.3 we reduce the task of computing parity to
that of constructing a nekomata, and obtain an exponentially large QAC0 circuit for parity
(and fanout) as a corollary. In Section 3.4 we prove that QAC0 circuits require Ω(n) size
to approximately construct an n-nekomata, and therefore to non-cleanly compute n-qubit
parity and fanout. Finally in Section 3.5 we prove that QAC0 circuits of arbitrary size
require depth at least three to non-cleanly, approximately construct the n-qubit cat state
for sufficiently large n, and therefore to non-cleanly, approximately compute n-qubit parity
and fanout.

We note two subtleties in these results. First, our QAC0 reduction from computing
parity to constructing a nekomata does not preserve the “mostly classical” property of
QAC0 circuits, so our lower bound for constructing nekomata in mostly classical circuits
does not imply lower bounds for parity and fanout in mostly classical circuits. Second, our
depth-2 lower bound for constructing the cat state does not contradict our depth-2 upper
bound for constructing a nekomata, because the latter result is for a nekomata other than
the cat state.

3.1 A normal form for QAC circuits

Consider a QAC circuit C, written as C = LdMd · · ·L1M1L0 such that each Lk consists only
of one-qubit gates and each Mk is a layer of multi-qubit gates. We may assume that each
Lk is a single layer as well, because the product of one-qubit gates is also a one-qubit gate.
Define the topology of C to be the set of pairs (S, k) such that S equals the support of some
gate in Mk, where the support of a gate is the set of qubits acted on by that gate. Note
that the topology of C encodes its depth, size (recall Definition 1.3.4), and more generally
the number of multi-qubit gates acting on any given set of qubits.

Definition 3.1.1 (R⊗ gates and normal form). For a state |θ⟩ that factors as a tensor
product of one-qubit states, let R|θ⟩ = Rθ = I−2|θ⟩⟨θ| and call this transformation an “R⊗
gate” (the R stands for “reflection”). We say that a QAC circuit is in R⊗ normal form if it
can be written as CL such that C consists only of multi-qubit R⊗ gates and L is a layer of
one-qubit gates.

Every k-qubit R⊗ gate Rθ can be implemented by a size-1, k-qubit QAC0 circuit, because
there exists a layer L of k one-qubit gates such that L

∣∣1k〉 = |θ⟩ and therefore Rθ = LZL†

(where Z = I − 2
∣∣1k〉〈1k∣∣).

Proposition 3.1.2. Every QAC circuit computes the same unitary transformation as a
circuit in R⊗ normal form with the same topology.
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Proof. The proof is by induction on the depth d of a QAC circuit C. If d = 0 then C is a layer
of one-qubit gates, which is already in R⊗ normal form. Otherwise write C = LMD such
that L is a layer of one-qubit gates, M is a layer of multi-qubit generalized Z gates, and D is
a depth-(d− 1) QAC circuit. Since C = LML†LD it suffices to prove that LD is equivalent
to a circuit in R⊗ normal form with the same topology as D, and that LML† is equivalent to
a layer of R⊗ gates that has the same topology as M . The first claim follows by the inductive
hypothesis. To prove the second claim note that LML† =

⊗
j LjZjL

†
j =

⊗
j RLj |1n⟩, where

Zj ranges over all generalized Z gates in M , and Lj is the tensor product of the gates in L
that act on the support of Zj .

3.2 Bounds for constructing nekomata in “mostly classical”
circuits

Definition 3.2.1 (Mostly classical circuits). Call a QAC circuit purely classical if it consists
only of generalized Toffoli gates. Call a QAC circuit mostly classical if it can be written as
CL such that C is purely classical and L is a layer of R⊗ gates. Call a mostly classical QAC
circuit nice if it can be written as CL in this way such that every multi-qubit gate Rθ in L
satisfies |⟨0 . . . 0|θ⟩|2 ≤ 1/4.

Purely classical circuits can include NOT gates, which are generalized Toffoli gates on
one qubit. Purely classical circuits are roughly analogous to AC circuits with bounded
fanout. The niceness condition will allow us to express certain random variables as convex
combinations of certain other random variables, by ensuring that the coefficients in these
convex combinations are between 0 and 1. We prove the following:

Theorem 3.2.2 (Upper bound). For all 2 ≤ d ≤ log n and ε > 0 there exists a nice, mostly
classical, depth-d QAC circuit C acting on exp(O(n2−d log(n2−d/ε))) +O(n) qubits, and an
n-nekomata |ν⟩ such that ∥C|0 . . . 0⟩ − |ν⟩∥ ≤ ε.

Theorem 3.2.3 (Lower bound). Let C be a mostly classical circuit of size s and depth d.

(i) For every n-nekomata |ν⟩,

|⟨ν |C|0 . . . 0⟩|2 ≤ 1

2
+ exp

(
−Ω

(
min

(
n/(4d log n)

log s
,
√
n/(4d log n)

)))
. (3.2.1)

(ii) If C is nice then for every n-nekomata |ν⟩,

|⟨ν |C|0 . . . 0⟩|2 ≤ 1

2
+ exp

(
−Ω

(
min

(
n/2d

log s
,
√
n/2d

)))
. (3.2.2)

Theorems 3.2.3(ii) and 3.2.2 imply that for d ≥ 2, the minimum size of a nice, mostly
classical, depth-d QAC circuit that constructs an n-nekomata to within 0.1 error is between

exp
(
Ω
(
n/2d

))
and exp

(
Õ
(
n/2d

))
+O(n). We will use only the d = 2 case of Theorem 3.2.2,

but the general case is not much more difficult to prove. The upper bounds in Eqs. (3.2.1)
and (3.2.2) are tight (up to the value being exponentiated) because the identity transforma-
tion is a nice, mostly classical circuit. By Uhlmann’s theorem these bounds could also be
phrased in terms of the fidelity of 1

2 |0
n⟩⟨0n|+ 1

2 |1
n⟩⟨1n| with the reduced state on the first

n qubits of C|0 . . . 0⟩. Finally we remark that if we also allow r-qubit parity and fanout
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gates in mostly classical circuits—a natural model for small values of r, in light of the
upper bound for parity which we will prove—then an easy generalization of our proof of
Theorem 3.2.3(ii) implies an identical statement with rd in in place of 2d (and similarly for
Theorem 3.2.3(i)).

In Section 3.2.1 we make some general observations about mostly classical circuits
and approximations of nekomata, including observations common to the proofs of The-
orems 3.2.2 and 3.2.3. Then in Sections 3.2.2 to 3.2.4 we prove Theorems 3.2.2, 3.2.3(ii)
and 3.2.3(i) respectively. The proofs of Theorems 3.2.3(i) and 3.2.3(ii) have a similar high-
level idea, but the proof of Theorem 3.2.3(ii) is the simpler of the two so we present it
first.

3.2.1 Reduction to a classical sampling problem

Collectively, the following observations reduce proving Theorems 3.2.2 and 3.2.3 to proving
upper and lower bounds respectively for a certain type of sampling problem, which can be
succinctly characterized with only a transient reference to quantum circuits.

An n-nekomata can be defined as a state for which a standard-basis measurement of
the targets outputs 0n and 1n both with probability 1/2. The following two lemmas make
similar statements about approximations of nekomata, and are used to prove Theorems 3.2.2
and 3.2.3 respectively:

Lemma 3.2.4. Let |φ⟩ be a state for which a standard-basis measurement of the first n
qubits outputs 0n with probability 1/2 and 1n with probability 1/2− ε. Then there exists an
n-nekomata |ν⟩ such that ∥|φ⟩ − |ν⟩∥ ≤ 2

√
ε.

Proof. Write

|φ⟩ =

√
1

2
· |0n⟩|ψ0⟩+

√
1

2
− ε · |1n⟩|ψ1⟩+

√
ε · |τ ⟩,

where |τ ⟩ is a state such that (⟨0n| ⊗ I)|τ ⟩ = (⟨1n| ⊗ I)|τ ⟩ = 0, and let

|ν⟩ =
1√
2
|0n⟩|ψ0⟩+

1√
2
|1n⟩|ψ1⟩.

Then by the triangle inequality

∥|φ⟩ − |ν⟩∥ ≤

∣∣∣∣∣
√

1

2
− ε−

√
1

2

∣∣∣∣∣+
√
ε ≤ 2

√
ε.

Lemma 3.2.5. Let |φ⟩ be a state for which a standard-basis measurement of the first n
qubits outputs 0n with probability p and 1n with probability q. Then |⟨ν|φ⟩|2 ≤ 1/2 +√

min(p, q) for all n-nekomata |ν⟩.

Proof. Let Qb = |bn⟩⟨bn| ⊗ I for b ∈ {0, 1}. By the triangle inequality and Cauchy-Schwarz,

|⟨ν|φ⟩| = |⟨ν |(Q0 +Q1)|φ⟩| ≤
1∑
b=0

|⟨ν |Qb|φ⟩| ≤
1∑
b=0

∥Qb|ν⟩∥ · ∥Qb|φ⟩∥ =
√
p/2 +

√
q/2,

so |⟨ν|φ⟩|2 ≤ p/2 + q/2 +
√
pq ≤ 1/2 +

√
min(p, q).
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Consider a mostly classical circuit, written as CL such that C is purely classical and L
is a layer of R⊗ gates. A standard-basis measurement of the first n qubits of CL|0 . . . 0⟩
is distributed identically to an appropriate marginal distribution of a standard-basis mea-
surement of all qubits of CL|0 . . . 0⟩. It is easy to see that standard-basis measurements
commute with generalized Toffoli gates, so we may first measure L|0 . . . 0⟩ in the standard
basis and then apply C to the result.

Finally, the following is straightforward to verify:

Lemma 3.2.6. Let |θj⟩ be a one-qubit state and let pj = |⟨1|θj⟩|2 for j ∈ [k]. A standard-

basis measurement of R⊗
j |θj ⟩

∣∣0k〉 outputs 0k with probability
(

1− 2
∏
j(1− pj)

)2
, and any

other string (yj)j∈[k] with probability 4
∏
j(1− pj)Pr(Bernoulli(pj) = yj).

Proof. Let |θ⟩ =
⊗

j |θj⟩ and recall that Rθ = I − 2θ. Clearly

∣∣∣〈0k
∣∣∣Rθ∣∣∣0k〉∣∣∣2 =

∣∣∣1− 2
〈

0k
∣∣∣θ∣∣∣0k〉∣∣∣2 =

∣∣∣∣∣∣1− 2
∏
j

|⟨0|θj⟩|2
∣∣∣∣∣∣
2

=

1− 2
∏
j

(1− pj)

2

.

Similarly, if y = (yj)j is any string besides the all-zeros string, then

∣∣∣⟨y|Rθ∣∣∣0k〉∣∣∣2 =
∣∣∣2⟨y|θ⟩〈θ∣∣∣0k〉∣∣∣2 =

∣∣∣∣∣∣2
∏
j

⟨yj |θj⟩⟨θj |0⟩

∣∣∣∣∣∣
2

= 4
∏
j

|⟨yj |θj⟩|2|⟨0|θj⟩|2

= 4
∏
j

(1− pj)Pr(Bernoulli(pj) = yj).

For nice mostly classical circuits, the following is a more convenient characterization of
this distribution:

Corollary 3.2.7. If
∏
j(1− pj) ≤ 1/4 then the distribution from Lemma 3.2.6 is a convex

combination of 0k with probability 1− 4
∏
j(1− pj) and (Bernoulli(pj))j∈[k] with probability

4
∏
j(1− pj), where the Bernoulli(pj) random variables are all independent.

Proof.
(

1− 2
∏
j(1− pj)

)2
=
(

1− 4
∏
j(1− pj)

)
+ 4

∏
j(1 − pj)

2, and 4
∏
j(1 − pj)

2 =

4
∏
j(1− pj)Pr(Bernoulli(pj) = 0).

3.2.2 Upper bound

Theorem 3.2.2 (Upper bound). For all 2 ≤ d ≤ log n and ε > 0 there exists a nice, mostly
classical, depth-d QAC circuit C acting on exp(O(n2−d log(n2−d/ε))) +O(n) qubits, and an
n-nekomata |ν⟩ such that ∥C|0 . . . 0⟩ − |ν⟩∥ ≤ ε.

Proof. First we prove the d = 2 case of the theorem. Let

M =

⌈
ln 2

4
·
(

4 ln(2)n

ε2

)n⌉
≤ exp(O(n log(n/ε))),

and let δ ∈ (0, 1) be such that (1− 2δn)2M = 1/2. The circuit acts on a grid of n× (M +
1) qubits as illustrated in Fig. 7, with one designated “target” column and M “ancilla”
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n

M + 1

Figure 7: The qubits acted on in the depth-2 case of Theorem 3.2.2.

columns. First, in each ancilla column, apply R
(
√
δ|0⟩+

√
1−δ|1⟩)

⊗n . Second, in each row,

apply an (M + 1)-qubit OR gate (Fig. 4) whose output qubit is in the target column.
All measurements described below are standard-basis measurements as discussed in

Section 3.2.1. By Lemma 3.2.4 it suffices to prove that with probability exactly 1/2 all of
the ancillae measure to 0, and with probability at least 1/2 − ε2/4 at least one ancilla in
each row measures to 1. The probability that all ancillae measure to 0 equals (1−2δn)2M by
Lemma 3.2.6 and the independence of measurements of different columns, and this equals
1/2 by the definition of δ.

Let ε′ = ε2/4. Below we will prove that the probability that there exists an ancilla
column measuring to neither all-zeros nor all-ones is at most ε′. Equivalently, with prob-
ability at least 1 − ε′, every ancilla column measures to either all-zeros or all-ones. Since
the ancillae measure to all-zeros with probability 1/2, it follows that with probability at
least 1/2− ε′, every ancilla column measures to all-zeros or all-ones and at least one ancilla
column measures to all-ones. Therefore the probability is at least 1/2− ε′ that at least one
ancilla in every row measures to 1, as desired.

By Lemma 3.2.6 and a union bound, the probability that there exists an ancilla column
measuring to neither all-zeros nor all-ones is at most

M
(
1− (1− 2δn)2 − 4δn(1− δ)n

)
= 4Mδn(1− δn − (1− δ)n) ≤ 4Mnδn+1.

Since 1/2 = (1− 2δn)2M ≤ exp(−4δnM) it holds that δn ≤ ln(2)/4M , so

4Mnδn+1 ≤ 4Mn(ln(2)/4M)1+1/n = ln(2)n(ln(2)/4M)1/n ≤ ε2/4.

Finally, the circuit is nice because δn ≤ ln(2)/4M ≤ ln(2)/4 < 1/4.
Now we prove the d > 2 case of the theorem. Use the circuit from the depth-2 case

to construct a state |ψ⟩ such that ∥|ψ⟩ − |ν⟩∥ ≤ ε for some m-nekomata |ν⟩ where m =
⌈n/2d−2⌉. Partition the m target qubits of |ψ⟩ and n−m new qubits into m sets, each of
size at most ⌈n/m⌉ ≤ 2d−2, and each including one qubit from |ψ⟩. To each of these sets
of qubits, apply the depth-(≤ d− 2) circuit for restricted fanout from Lemma A.1.1, where
the qubit being “fanned out” is the qubit from |ψ⟩ in that set.

3.2.3 Lower bound in the “nice” case

We use the following concentration inequality of Gavinsky, Lovett, Saks and Srinivasan [45]:

Definition 3.2.8 ([45]). Call a random string (Y1, . . . , Yn) ∈ {0, 1}n a read-r family if there
exist m ∈ N, independent random variables X1, . . . , Xm, sets S1, . . . , Sn ⊆ [m] such that
|{j ∈ [n] : i ∈ Sj}| ≤ r for all i ∈ [m], and functions f1, . . . , fn such that Yj = fj((Xi)i∈Sj )
for all j ∈ [n].
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Theorem 3.2.9 ([45]). Let (Y1, . . . , Yn) be a read-r family, and let µ = E
[∑n

j=1 Yj

]
. Then

for all ε ≥ 0,

Pr(Y1 + · · ·+ Yn ≥ µ+ εn) ≤ exp
(
−2ε2n/r

)
,

Pr(Y1 + · · ·+ Yn ≤ µ− εn) ≤ exp
(
−2ε2n/r

)
.

For example, if r = 1 then Y1, . . . , Yn are independent and so Theorem 3.2.9 recovers
a well-known Chernoff bound for sums of independent Bernoulli random variables. More
generally Theorem 3.2.9 recovers this Chernoff bound when n = rm and Yj = X⌈j/r⌉ for all
j [45].

Consider a string x of independent Bernoulli random variables. If G is a generalized
Toffoli gate then G|x⟩ is a read-2 family, because for all i the i’th bit of x can only influence
the i’th and target bits of G|x⟩. More generally, if G is a generalized Toffoli gate and L1, L2

are layers of NOT gates acting on subsets of the support of G, then L1GL2|x⟩ is a read-2
family. Even more generally, it follows by induction that if C is a depth-d purely classical
circuit then C|x⟩ is a read-2d family.

Before proving Theorem 3.2.3(ii), as a warmup we briefly prove the following:

Proposition 3.2.10. If C is a depth-d purely classical circuit and |ϕ⟩ is a tensor product
of one-qubit states, then |⟨ν |C|ϕ⟩|2 ≤ 1/2 + exp

(
−Ω
(
n/2d

))
for all n-nekomata |ν⟩.

Proof. Since standard-basis measurements of unentangled qubits are independent, it follows
from the above discussion that a standard-basis measurement of the first n qubits of C|ϕ⟩
is a read-2d family. If the expected Hamming weight of a standard-basis measurement of
these qubits is less (resp. greater) than or equal to n/2, then Theorem 3.2.9 implies that
these qubits measure to 1n (resp. 0n) with probability at most exp(−Ω(n/2d)), and the
result follows by Lemma 3.2.5.

Recall that Theorem 3.2.3(ii) says that if C is a nice, mostly classical circuit of size s
and depth d then

|⟨ν |C|0 . . . 0⟩|2 ≤ 1

2
+ exp

(
−Ω

(
min

(
n/2d

log s
,
√
n/2d

)))
.

for all n-nekomata |ν⟩.

Proof of Theorem 3.2.3(ii). Assume without loss of generality that s ≥ exp
(√

n/2d
)

. We

will prove that for some a ∈ {0, 1}, any n designated “target” qubits of C|0 . . . 0⟩ measure to
an with probability at most exp(−Ω(n2−d/ log s)). The result then follows by Lemma 3.2.5.

Write C = D
(
L⊗

⊗
G∈G G

)
such that D is purely classical, L is a layer of one-qubit

gates, and G is a set of multi-qubit R⊗ gates that each satisfy the precondition of Corol-
lary 3.2.7. For all G ∈ G, a standard-basis measurement of G|0 . . . 0⟩ is distributed iden-
tically to (bG ∧ xG,i)i for some independent Bernoulli random variables bG, (xG,i)i, where
E[bG] = 4

∏
i(1− E[xG,i]). Let µG =

∑
i E[xG,i]; then E[bG] ≤ 4 exp(−µG).

By a union bound, the probability that there exists G ∈ G such that µG > 2 ln s and
bG = 1 is at most∑

G:µG>2 ln s

4 exp(−µG) ≤ 4s exp(−2 ln s) ≤ exp(−Ω(log s)) ≤ exp(−Ω(n2−d/ log s)).
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Therefore it suffices to prove that for some a ∈ {0, 1}, the target qubits of |φ⟩ := D(L ⊗⊗
G:µG≤2 ln sG ⊗ I)|0 . . . 0⟩ measure to an with probability at most exp(−Ω(n2−d/ log s)).

Henceforth we will never refer to any gate G for which µG > 2 ln s; phrases such as “for all
G” and “(·G)G” will implicitly quantify over only those gates G for which µG ≤ 2 ln s.

Let b = (bG)G and x = (xG,i)G,i. Call x “good” if
∑

i xG,i ≤ c ln s for all G, where
c > 2 is a universal constant large enough so that e(2e/c)c < 1. A well-known Chernoff
bound states that if S is a sum of independent Bernoulli random variables and µ = E[S],
then Pr(S > t) < (eµ/t)te−µ for all t > µ. Therefore, by a union bound and the fact that
maxG µG ≤ 2 ln s, the probability that x fails to be good is at most∑
G

(eµG/c ln s)c ln s ≤ s(2e/c)c ln s = (e(2e/c)c)ln s = exp(−Ω(log s)) ≤ exp(−Ω(n2−d/ log s)).

Let y be a string of independent Bernoulli random variables distributed identically to a
standard-basis measurement of L|0 . . . 0⟩. Call the target qubits ofD|y, (bG ∧ xG,i)G,i, 0 . . . 0⟩
the “output bits”, and note that they are distributed identically to a standard-basis mea-
surement of the target qubits of |φ⟩. If b is fixed then the output bits are a read-2d family
(as functions of the independent Bernoulli random variables in x and y). Alternatively, if x
and y are fixed and x is good then the output bits are a read-O(2d log s) family (as functions
of the independent Bernoulli random variables in b).

For r1, r2 ∈ R let r1 ≈ r2 if |r1 − r2| ≤ 0.1n. Let W (b, z) be the Hamming weight of the
output bits as a function of b and z := (x, y), and let z′ be an independent copy of z. We
now argue that

Prb,z,z′
(
W (b, z) ≈ E[W (b, ·) | b] ≈W (b, z′) ≈ E[W (·, z′) | z′]

)
≥ 1− exp(−Ω(n2−d/ log s)),

(3.2.3)
where the expectations are over independent copies of z and b respectively, substituted
for “·” as inputs to W . For any fixed value of b, Theorem 3.2.9 implies that W (b, z) ≈
E[W (b, ·) | b] except with probability at most exp

(
−Ω
(
n2−d

))
over z, and the same state-

ment holds with z′ in place of z. Similarly, for any fixed value of z′ = (x′, y′) such that
x′ is good, Theorem 3.2.9 implies that W (b, z′) ≈ E[W (·, z′) | z′] except with probability
at most exp(−Ω(n2−d/ log s)) over b. Since x′ is good except with probability at most
exp
(
−Ω
(
n2−d/ log s

))
, Eq. (3.2.3) follows by a union bound.

Therefore by the triangle inequality,

Prb,z,z′
(∣∣W (b, z)− E[W (·, z′) | z′]

∣∣ ≥ 0.3n
)
≤ exp(−Ω(n2−d/ log s)).

It follows that there exists a fixed value of z′ such that the above inequality holds with
the probability being over b, z. For this fixed value of z′, if E[W (·, z′) | z′] is at most
(resp. at least) n/2, then the output bits are 1n (resp. 0n) with probability at most
exp(−Ω(n2−d/ log s)).

3.2.4 Lower bound in the general case

Below we prove Theorem 3.2.3(i), i.e. that if CL is a mostly classical circuit of size s and
depth d (where C is purely classical and L is a layer of R⊗ gates), then

|⟨ν |CL|0 . . . 0⟩|2 ≤ 1

2
+ exp

(
−Ω

(
min

(
n/(4d log n)

log s
,
√
n/(4d log n)

)))
.
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for all n-nekomata |ν⟩. The proof is similar to that of Theorem 3.2.3(ii), except that here our
procedure for simulating a standard-basis measurement of the n designated target qubits
is more complicated. For brevity we will omit some proof steps with clear analogues in the
proof of Theorem 3.2.3(ii), i.e. in Section 3.2.3.

Proof. Consider a gate G in L. Write G = R⊗
j |θj ⟩ for one-qubit states (|θj⟩)j , and

let pj = p
(G)
j = |⟨1|θj⟩|2. We may assume that pj ̸= 0 for all j, because G|0 . . . 0⟩ =(

R⊗
j:pj ̸=0|θj ⟩ ⊗ I

)
|0 . . . 0⟩. Then by Lemma 3.2.6, a standard-basis measurement ofG|0 . . . 0⟩

is distributed identically to (B ∧Xj)j , where the Xj are independent Bernoulli(pj) random
variables conditioned on (Xj)j not being the all-zeros string, and

B ∼ Bernoulli

4
∏
j

(1− pj)− 4
∏
j

(1− pj)2


is independent of (Xj)j .
Let R = (Rj)j where each Rj is independently 1 with probability 1 − pj and uniform

random on [0, 1) with probability pj . Then (Xj)j is distributed identically to (1Rj<1)j
conditioned on minR < 1. Let argminR be a value of j such that Rj = minR, and
note that if we condition on minR < 1 then argminR is unique with probability 1. To
sample R conditioned on minR < 1, one may first sample J = argminR conditioned on
minR < 1, next sample µ = minR conditioned on RJ = minR < 1, and finally, for all
j ̸= J , independently sample Rj conditioned on Rj > µ.

Rather than sampling (argminR | minR < 1) (i.e. argminR conditioned on minR < 1)
directly, we may do so as follows. Identifying C with the function from {0, 1}∗ to {0, 1}∗
that it computes, say that the j’th input bit “influences” the k’th output bit if there exist
strings x, y differing only in position j such that C|x⟩ and C|y⟩ differ in position k. Recall
that no input bit influences more than 2d output bits. Let τ (G) be the (non-random) tree
constructed in the following two steps:

• Start with a rooted binary tree with
(
n
2d

)
leaves and depth ⌈log

(
n
2d

)
⌉, and identify each

leaf with a distinct set of 2d targets of CL.

• Then, for each qubit v acted on by G, for some set u of 2d targets including all of the
targets influenced by v, add the node v and edge (u, v) to the tree.

For each non-leaf node u in τ (G) such that (argminR | minR < 1) is descended from u with
nonzero probability, independently “highlight” a random edge from u to one of its children,
where the probability of highlighting an edge (u, v) equals the probability that (argminR |
minR < 1) is descended from v divided by the probability that (argminR | minR < 1) is
descended from u. Then there is a unique root-to-leaf path consisting only of highlighted
edges, and the leaf at the end of this path is distributed identically to (argminR | minR <
1).

Altogether this implies the following procedure for simulating a standard-basis measure-
ment ofG|0 . . . 0⟩. IfG acts on a single qubit then simply output Y (G) ∼ Bernoulli(|⟨1|G|0⟩|2).
Otherwise, first sample the following random variables, all independently:

• Sample B(G) ∼ Bernoulli

(
4
∏
j

(
1− p(G)

j

)
− 4

∏
j

(
1− p(G)

j

)2)
.
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• Highlight random edges in τ (G), in the manner described above.

• For all j, sample M
(G)
j from the distribution of minR conditioned on Rj = minR < 1;

• For all j, sample S
(G)
j from the uniform distribution on [0, 1].

Then let J (G) be the leaf in the root-to-leaf path consisting of highlighted edges in τ (G),
and output((

B(G) = 1
)
∧
((
J (G) = j

)
∨
(
S
(G)
j ≤ Pr

(
Rj < 1

∣∣∣Rj > M
(G)

J(G)

))))
j
.

For 0 ≤ k ≤ ⌈log
(
n
2d

)
⌉ let E

(G)
k be the set of highlighted edges between nodes at depths

k and k + 1 in τ (G), where we define the root to have depth 0, children of the root to have

depth 1, and so on. Note that
(
E

(G)
k

)
k

is a partition of the set of highlighted edges in τ (G).

Let Y =
(
Y (G)

)
G
, B =

(
B(G)

)
G
, Ek =

(
E

(G)
k

)
G
,M =

(
M

(G)
j

)
j,G
, S =

(
S
(G)
j

)
j,G

.

Recall that s is defined as the size of CL, and assume (without loss of generality, given the

theorem we are proving) that s ≥ exp
(√

n/(4d log n)
)

. Since E[B(G)] ≤ 4 exp
(
−
∑

j p
(G)
j

)
for all G, we may assume that maxG

∑
j p

(G)
j ≤ 2 ln s, by the same reasoning as in Sec-

tion 3.2.3. Call S “good” if
∣∣∣{j : S

(G)
j ≤ p(G)

j

}∣∣∣ ≤ c log s for all G, where c is an appropri-

ately large universal constant. As in Section 3.2.3, by a Chernoff bound, the probability
that S fails to be good is at most s−Ω(1). For all G,

Pr
(
Rj < 1

∣∣∣Rj > M
(G)

J(G)

)
≤ Pr(Rj < 1) = p

(G)
j

(where the definition of Rj here implicitly depends on G), so if S is fixed and good then there

are at most O(log s) indices j such that the boolean value S
(G)
j ≤ Pr

(
Rj < 1

∣∣∣Rj > M
(G)

J(G)

)
is not identically false.

Let V = (Y,B, (Ek)k,M, S), and note that the targets of a standard-basis measurement
of CL|0 . . . 0⟩ are a read-O(2d log s) family if V \Y is fixed, or if V \B is fixed and S is good,
or if V \M is fixed and S is good, or if V \S is fixed. (We will consider the case where V \Ek
is fixed and S is good shortly.) Let W = W (V ) be the Hamming weight of a standard-basis
measurement of the targets of CL|0 . . . 0⟩. Then, by Lemma 3.2.5, Theorem 3.2.9, and an
argument involving the triangle inequality1 similar to that in Section 3.2.3, it suffices to
prove the following:

Claim 3.2.11. Fix V \(Ek)k such that S is good, and let µ = E[W | V \(Ek)k]. Then for
all ε > 0,

Pr(W ≥ µ+ εn) ≤ exp
(
−Ω
(
ε2n/

(
4d log s log n

)))
,

Pr(W ≤ µ− εn) ≤ exp
(
−Ω
(
ε2n/

(
4d log s log n

)))
,

where the probabilities are over (Ek)k.

1In slightly greater detail: sample an independent copy V ′ of V , use a hybrid argument to show that
|W (V )−W (V ′)| is small with high probability, and then fix a value of V ′ such that W (V ) is concentrated
around W (V ′).
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Observe that for all k, if V \Ek is fixed and S is good then the targets of a standard-
basis measurement of CL|0 . . . 0⟩ are a read-O(2d log s) family. Before proving Claim 3.2.11,
we remark that a similar statement2 with weaker parameters can be proved using another
similar argument involving the triangle inequality.

Let G(v) be the set of real-valued random variables X such that E
[
eλX

]
≤ exp

(
λ2v/2

)
for all λ ∈ R. (This definition is motivated by the fact that if X is Gaussian with mean 0 and
variance v then E

[
eλX

]
= exp

(
λ2v/2

)
for all λ ∈ R.) Boucheron, Lugosi and Massart [25]

noted that random variables obeying “sub-Gaussian” tail bounds also have sub-Gaussian
moment generating functions, and vice versa:

Lemma 3.2.12 ([25, Chapter 2.3]). Let X be a real-valued random variable such that
E[X] = 0.

(i) If max(Pr(X > t),Pr(X < −t)) ≤ exp
(
−t2/(2v)

)
for all t > 0, then X ∈ G(16v).

(ii) If X ∈ G(v), then max(Pr(X > t),Pr(X < −t)) ≤ exp
(
−t2/(2v)

)
for all t > 0.

The following lemma is basically implicit in the martingale proof of McDiarmid’s in-
equality [25], and is proved below for completeness:

Lemma 3.2.13. Let X1, . . . , Xm be independent random variables, let v1, . . . , vm > 0, and
let f be a function such that

f(x1, . . . , xi−1, Xi, xi+1, . . . , xm)− Ef(x1, . . . , xi−1, Xi, xi+1, . . . , xm) ∈ G(vi)

for all i ∈ [m] and fixed x1, . . . , xi−1, xi+1, . . . , xm. Then,

f(X1, . . . , Xm)− Ef(X1, . . . , Xm) ∈ G

(
m∑
i=1

vi

)
.

Remark. Lemma 3.2.13 is tight when (Xi)i are independent Gaussians and f is the sum-
mation function.

Proof of Claim 3.2.11 assuming Lemma 3.2.13. It follows from Theorem 3.2.9 and Lemma 3.2.12(i)
that W − E[W | V \Ek] ∈ G(O(n2d log s)) for all k. Since log

(
n
2d

)
≤ 2d log n, it then fol-

lows from Lemma 3.2.13 that W − E[W | V \(Ek)k] ∈ G
(
O
(
n4d log n log s

))
. Finally, apply

Lemma 3.2.12(ii).

Proof of Lemma 3.2.13. Let Y = f(X1, . . . , Xm), and for i ∈ [m] let X[i] = (Xj)j≤i and

Ei = E[Y | X[i]]. Fix λ ∈ R, and let φ(x) = eλx. We will prove that Eφ(Ei − E0) ≤
exp(λ2vi/2)Eφ(Ei−1 − E0) for all i ∈ [m], from which it follows by induction that

Eφ(Y − EY ) = Eφ(Em − E0) ≤ exp

(
λ2
∑
i

vi/2

)
,

as desired. Since

Eφ(Ei − E0) = EE
[
φ(Ei − E0) | X[i−1]

]
= E

[
φ(Ei−1 − E0)E

[
φ(Ei − Ei−1) | X[i−1]

]]
,

2Pr(|W −W ′| ≥ εn) ≤ O(2d logn) · exp(−Ω(ε2n/(8d log s log2 n))), where W ′ is an independent copy of
W . This may be proved by writing W −W ′ as a sum of Θ(log

(
n
2d

)
) terms that are each required to be of

magnitude O(εn/ log
(
n
2d

)
).
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it suffices to prove that E
[
φ(Ei − Ei−1) | X[i−1]

]
≤ exp(λ2vi/2). Let X\i = (Xj)j ̸=i and

E\i = E
[
Y | X\i

]
. By Jensen’s inequality

φ(Ei − Ei−1) = φ
(
E
[
Y − E\i | X[i]

])
≤ E

[
φ
(
Y − E\i

)
| X[i]

]
,

so

E
[
φ(Ei − Ei−1) | X[i−1]

]
≤ E

[
φ(Y − E\i) | X[i−1]

]
≤ sup

X\i

E
[
φ(Y − E\i) | X\i

]
≤ exp

(
λ2vi/2

)
.

3.3 Upper bounds for parity and fanout

Theorem 3.3.1. For all ε > 0 and 7 ≤ d ≤ O(log n) there exists a depth-d QAC circuit C
with exp

(
nO(1/d) log(n/ε)

)
ancillae such that

∥C(In ⊗ |0 . . . 0⟩)− Pn ⊗ |0 . . . 0⟩∥ ≤ ε. (3.3.1)

The same statement holds with Fn in place of Pn.

Proof. First we show that it suffices to prove the theorem for parity. Suppose Eq. (3.3.1)
holds for a circuit C, and let C ′ = (H⊗n ⊗ I)C(H⊗n ⊗ I). Then by Fig. 6 it holds that∥∥C ′(In ⊗ |0 . . . 0⟩)− Fn ⊗ |0 . . . 0⟩

∥∥ = ∥C(In ⊗ |0 . . . 0⟩)− Pn ⊗ |0 . . . 0⟩∥ ≤ ε

as required.
We claim that if U is an a-qubit unitary that constructs an n-nekomata, then the circuit

in Fig. 8 computes (n+1)-qubit parity. The gates after times 1 and 5 in Fig. 8 are two-qubit
Z gates (i.e. I − 2|11⟩⟨11|), and the gate after time 3 is an OR gate (Fig. 4). Let

|ν⟩ = U |0a⟩ =
1√
2
|0n⟩|ψ0⟩+

1√
2
|1n⟩|ψ1⟩ and

∣∣∣ν⊥〉 =
1√
2
|0n⟩|ψ0⟩ −

1√
2
|1n⟩|ψ1⟩.

If the input string x has parity 0, then the layer of Z gates after time 1 acts as the identity
on |x⟩|ν⟩, so the applications of U and U † cancel out and the circuit acts as the identity
on |x, 0 . . . 0, b⟩. If instead the input string x has parity 1, then the state after time 2 is
|x⟩
∣∣ν⊥〉|b⟩, and since ⟨0a|U †∣∣ν⊥〉 =

〈
ν
∣∣ν⊥〉 = 1

2 −
1
2 = 0 it follows that the state after time

4 is |x⟩ ⊗U †∣∣ν⊥〉⊗ |b⊕ 1⟩. The rest of the circuit uncomputes the garbage state U †∣∣ν⊥〉.3
By linearity it follows that the circuit computes parity on all entangled inputs.

By Theorem 3.2.2 there exists a depth-2 QAC circuit A acting on exp(O(n log(n/ε)))
qubits such that A|0 . . . 0⟩ is within 2-norm distance ε/(4

√
2) of some n-nekomata. By

Lemma 2.1.1, plugging A into the circuit from Fig. 8 yields a depth-11 QAC circuit C with
exp(O(n log(n/ε))) ancillae satisfying Eq. (3.3.1). We can decrease the depth from 11 to
7 as follows. First, if A approximately constructs an n-nekomata to within 2-norm error
ε/(4
√

2) then trivially so does (X⊗n ⊗ I)A. Plug (X⊗n ⊗ I)A into the circuit from Fig. 8,

3This is necessary even for a non-clean computation of parity, because if the input is a superposition of
standard-basis states x with different parities then the garbage state is entangled with x.
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|x⟩ |x⟩

|0a⟩ U U † U U † |0a⟩

|b⟩ ∨ |b⊕
⊕

(x)⟩

0 1 2 3 4 5 6 7

Figure 8: A circuit for parity, assuming U constructs an n-nekomata and x ∈ {0, 1}n.

|0⟩ ∨ X X ∨
=
|0⟩

Figure 9: The gate on the right is R|1,0...0⟩.

and then (using our specific circuit for A from Section 3.2.2) apply the equality pictured in
Fig. 9 to decrease the depth from 11 to 7.

Finally we prove the depth-d case of the theorem by reducing to the depth-7 case. Let
D = ⌊d/14⌋ and N =

⌈
n1/D

⌉
. As illustrated in Fig. 10, there is a depth-D formula for n-bit

parity consisting of (≤ N)-bit parity gates. This formula has at most n gates, so by the
depth-7 case and Lemma 2.1.1 there exists a QAC circuit C of depth 2 · 7D ≤ d (the extra
factor of 2 allows for uncomputing the garbage at the end) with

O(n) · exp(O(N log(N/(ε/n)))) ≤ exp
(
nO(1/d) log(n/ε)

)
ancillae that satisfies Eq. (3.3.1).

⊕

⊕

⊕ ⊕ ⊕

⊕

⊕ ⊕ ⊕

⊕

⊕ ⊕ ⊕

Figure 10: Downward self-reducibility of parity.
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3.4 Linear-size lower bounds

In this section we prove the following, where the circuit C may act on any number of qubits:

Theorem 3.4.1. There is a universal constant c > 0 such that the following holds. Let
C be a depth-d QAC circuit where at most cn/(d + 1) multi-qubit gates act on the first n
qubits. Then |⟨ν |C|0 . . . 0⟩|2 ≤ 1/2 + exp(−Ω(n/(d+ 1))) for all n-nekomata |ν⟩.

It follows that for all circuits C satisfying the preconditions of Theorem 3.4.1,

∥C(In ⊗ |0 . . . 0⟩)− Fn ⊗ |0 . . . 0⟩∥ ≥
∥∥C|+⟩|0 . . . 0⟩ − Fn(|+⟩∣∣0n−1

〉)
⊗ |0 . . . 0⟩

∥∥
=
∥∥C(H ⊗ I)|0 . . . 0⟩ −

∣∣
n

〉
|0 . . . 0⟩

∥∥,
and since ∥|ψ⟩ − |ϕ⟩∥2 ≥ 1−|⟨ψ|ϕ⟩|2 for all states |ψ⟩ and |ϕ⟩ (see Eq. (1.6.3)) the following
is immediate:

Corollary 3.4.2. There is a universal constant c > 0 such that the following holds. Let
C be a depth-d QAC circuit where at most cn/(d + 1) multi-qubit gates act on the first n
qubits. Then ∥C(In ⊗ |0 . . . 0⟩)− Pn ⊗ |0 . . . 0⟩∥2 ≥ 1/2−exp(−Ω(n/(d+1))), and similarly
for Fn.

For example, Theorem 3.4.1 implies that depth-2 QAC circuits require Ω(n) multi-qubit
acting on the first n qubits in order to approximately construct an n-nekomata. This lower
bound is tight, because Theorem 3.2.2 says that depth-2 QAC circuits can approximately
construct an n-nekomata, and at most 2n multi-qubit gates in a depth-2 circuit can act on
the first n qubits. Similarly Corollary 3.4.2 implies that depth-7 QAC circuits approximating
n-qubit parity or fanout require Ω(n) multi-qubit gates acting on the input/output register,
and this is tight by Theorem 3.3.1.

Corollary 3.4.2 also implies that the total number of multi-qubit gates, a.k.a. the size,
of a depth-d QAC circuit approximately computing n-qubit parity or fanout must be at
least Ω(n/(d+ 1)). When d is constant this is far from the exponential upper bound from
Theorem 3.3.1, but when d = Θ(log n) the trivial O(n)-size upper bound almost matches
the Ω(n/ log n) lower bound. Similar observations apply to constructing an n-nekomata,
using Theorem 3.4.1.

If a QAC circuit has size s ≤ o(
√
n) then its depth d satisfies d ≤ s ≤ o(

√
n), so

s ≤ o(
√
n) ≤ o(n/(d + 1)). It follows from Theorem 3.4.1 and Corollary 3.4.2 that QAC

circuits of arbitrary depth require size at least Ω(
√
n) to approximately construct an n-

nekomata or approximately compute n-qubit parity or fanout.
More generally, inspection of its proof reveals that Theorem 3.4.1 also holds if “depth”

is replaced by the maximum number of multi-qubit gates acting on any one of the first n
qubits.

The bound ∥C(In ⊗ |0 . . . 0⟩)− Pn ⊗ |0 . . . 0⟩∥2 ⪆ 1/2 from Corollary 3.4.2 is tight, as
witnessed by the circuit C = (|+⟩⟨+|+ i|−⟩⟨−|)⊗ In−1. To see this, note that if Π0 and Π1

denote the projections onto (n− 1)-bit strings with parities 0 and 1 respectively, then

∥Pn − C∥ = ∥Π0 ⊗ I + Π1 ⊗X − (Π0 + Π1)⊗ (|+⟩⟨+|+ i|−⟩⟨−|)∥
= ∥((1− i)Π0 + (−1− i)Π1)⊗ |−⟩⟨−|∥ =

√
2.

In Section 3.4.1 we prove a generalization of Theorem 3.4.1, which we will also use in
Section 3.5. The proof uses the following claim, which is proved in Section 3.4.2 (and is
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obtained as a corollary of a stronger result):4

Corollary 3.4.3. For all d ≥ 1, orthogonal projections Q1, . . . , Qd, and states |ϕ⟩,

∥Qd · · ·Q1|ϕ⟩∥ ≤ exp

(
−⟨ϕ|(I −Qd)|ϕ⟩

2d

)
.

3.4.1 Proof of Theorem 3.4.1

Theorem 3.4.1 is the case of the following in which T1, . . . ,Tn are one-qubit registers, |ϕ⟩
is the all-zeros state, Qj = |0⟩⟨0| for all j, and |ψ⟩ is an n-nekomata:

Theorem 3.4.4. There is a universal constant c > 0 such that the following holds. Let
T1, . . . ,Tn be registers (for “targets”) and T = T1 · · ·Tn, and let A be a register (for “an-
cillae”). Let |ϕ⟩ = |ϕ1⟩ · · · |ϕn⟩|ϕA⟩ for some states |ϕj⟩Tj

, j ∈ [n] and |ϕA⟩A. Let Qj be an

orthogonal projection on Tj for j ∈ [n], and let |ψ⟩ be a state in TA such that

⟨ψ|

 n⊗
j=1

Qj ⊗ IA

|ψ⟩ = ⟨ψ|

 n⊗
j=1

(I −Qj)⊗ IA

|ψ⟩ = 1/2.

Let C be a depth-d QAC circuit on TA with at most cn/(d+ 1) multi-qubit gates acting on
T. Then |⟨ψ|C|ϕ⟩|2 ≤ 1/2 + exp(−Ω(n/(d+ 1))).

Proof. By Proposition 3.1.2 we may write C = DL for some layer of one-qubit gates L and
QAC circuit D, where D has the same topology as C and consists only of multi-qubit R⊗
gates. Since L|ϕ⟩ factors as a product state in the same way that |ϕ⟩ does, we may assume
without loss of generality that C consists only of multi-qubit R⊗ gates, by replacing C and
|ϕ⟩ with D and L|ϕ⟩ respectively.

We now generalize Lemma 3.2.5 from nekomata to states such as |ψ⟩. Let Q =⊗n
j=1Qj ⊗ IA and Q′ =

⊗n
j=1(I −Qj)⊗ IA, and let |φ⟩ = C|ϕ⟩. Since (Q+Q′)|ψ⟩ = |ψ⟩

it follows from the triangle inequality and Cauchy-Schwarz that

|⟨ψ|φ⟩|2 = |⟨ψ|(Q+Q′)|φ⟩|2 ≤ (|⟨ψ|Q|φ⟩|+ |⟨ψ|Q′|φ⟩|)2

≤ (∥Q|φ⟩∥ · ∥Q|ψ⟩∥+ ∥Q′|φ⟩∥ · ∥Q′|ψ⟩∥)2 = (∥Q|φ⟩∥/
√

2 + ∥Q′|φ⟩∥/
√

2)2

= ⟨φ|(Q+Q′)|φ⟩/2 + ∥Q|φ⟩∥ · ∥Q′|φ⟩∥ ≤ 1/2 + min(∥Q|φ⟩∥, ∥Q′|φ⟩∥),

so it suffices to prove that min(∥Q|φ⟩∥, ∥Q′|φ⟩∥) ≤ exp(−Ω(n/(d+ 1))).
Since

∑n
j=1⟨ϕj |Qj |ϕj⟩ +

∑n
j=1⟨ϕj |(I − Qj)|ϕj⟩ = n, either

∑n
j=1⟨ϕj |Qj |ϕj⟩ ≥ n/2 or∑n

j=1⟨ϕj |(I−Qj)|ϕj⟩ ≥ n/2. Assume without loss of generality that
∑n

j=1⟨ϕj |(I−Qj)|ϕj⟩ ≥
n/2. We will prove that ∥Q|φ⟩∥ ≤ exp(−Ω(n/(d+ 1))).

Let G be the set of gates in C, ordered such that C =
∏
G∈G G (where each gate G is

implicitly tensored with the identity). Also let GT ⊆ G be the set of gates in C that act on T.
ForG ∈ GT let |θG⟩ be the state, specified up to a global phase, such thatG = RθG = I−2θG.
Let F be the set of functions with domain G that map each gate G in GT to either I or θG,
and map each gate G in G\GT to G itself. Then C =

∑
f∈F (−2)|{G:f(G)=θG}|∏

G∈G f(G),

4An orthogonal projection is a linear transformation Q such that Q = Q2 = Q†.
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so by the triangle inequality

∥Q|φ⟩∥ = ∥QC|ϕ⟩∥ ≤
∑
f∈F

2|{G:f(G)=θG}| ·max
f∈F

∥∥∥∥∥Q∏
G∈G

f(G) · |ϕ⟩

∥∥∥∥∥.
By assumption, |GT | ≤ cn/(d+ 1) (for a constant c to be specified later), so∑

f∈F
2|{G:f(G)=θG}| =

∑
S⊆GT

2|S| =
∏
G∈GT

(
20 + 21

)
= 3|GT | ≤ 3cn/(d+1).

Consider an arbitrary function f ∈ F . For all G ∈ G we may write f(G) = fT (G)⊗ fA(G),
where fT (G) is an orthogonal projection on T and fA(G) is either an orthogonal projection
or a unitary transformation on A. (This can be seen by considering all three cases: f(G) = I,
f(G) = θG, or G /∈ GT and f(G) = G.) Furthermore if G /∈ GT then fT (G) = I. Therefore
letting |ϕT ⟩ = |ϕ1⟩ · · · |ϕn⟩,∥∥∥∥∥Q∏

G∈G
f(G) · |ϕ⟩

∥∥∥∥∥ =

∥∥∥∥∥∥
⊗
j

Qj ·
∏
G∈GT

fT (G) · |ϕT ⟩

∥∥∥∥∥∥ ·
∥∥∥∥∥∏
G∈G

fA(G) · |ϕA⟩

∥∥∥∥∥.
Clearly

∥∥∏
G∈G fA(G) · |ϕA⟩

∥∥ ≤ 1. For k ∈ [d] let Mk be the tensor product of fT (G) over
all “depth-k” gates G ∈ GT , i.e. M1, . . . ,Md are layers of one-qubit orthogonal projections
such that

∏
G∈GT

fT (G) = Md · · ·M1. Write Mk =
⊗n

j=1Mjk, where Mjk is an orthogonal
projection on Tj for all j ∈ [n]. Then by Corollary 3.4.3,∥∥∥∥∥∥
⊗
j

Qj ·
∏
G∈GT

fT (G) · |ϕT ⟩

∥∥∥∥∥∥ =

n∏
j=1

∥QjMjd · · ·Mj1|ϕj⟩∥ ≤
n∏
j=1

exp

(
−⟨ϕj |(I −Qj)|ϕj⟩

2(d+ 1)

)

= exp

− 1

2(d+ 1)

n∑
j=1

⟨ϕj |(I −Qj)|ϕj⟩

 ≤ exp

(
− n/2

2(d+ 1)

)
.

Altogether this implies that ∥Q|φ⟩∥ ≤ exp((c ln 3− 1/4) · n/(d+ 1)), and the result follows
by taking c < 1/(4 ln 3).

3.4.2 Proof of Corollary 3.4.3

For states |α⟩, |β⟩ let ∆(|α⟩, |β⟩) = arccos |⟨α|β⟩|; we will abbreviate this as ∆(α, β).

Lemma 3.4.5. The function ∆ satisfies the triangle inequality, i.e. ∆(α, γ) ≤ ∆(α, β) +
∆(β, γ) for all states |α⟩, |β⟩, |γ⟩.

Remark. The intuition behind our ultimate use of Lemma 3.4.5 is that, up to normalization,
the total amount of “progress” made by Qd−1 · · ·Q1 in interpolating between |ϕ⟩ and Qd is
at most the sum of the amounts of progress made by the individual projectionsQ1, . . . , Qd−1.

For intuition as to why Lemma 3.4.5 is true, consider the similarly defined function
∆′(u, v) = arccos⟨u, v⟩ for unit vectors u, v ∈ R3, where ⟨·, ·⟩ denotes the usual inner
product on R3. It is well known that ∆′(u, v) equals the angle between u and v, which
equals the length of the arc (Fig. 11) formed by traversing a great circle on the unit sphere
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u v

Figure 11: A geodesic on
the sphere.

|θ0⟩

|θ1⟩

|θ2⟩

|θ3⟩
|θ4⟩

Figure 12: An optimal choice of |θ1⟩, . . . , |θd−1⟩ in the
d = 4 case of Eq. (3.4.2).

from u to v in the shorter of the two directions. This arc is the shortest path on the unit
sphere between u and v, so ∆′ represents distance on the unit sphere.

We make two more unrelated remarks. First, if we count states differing only by a global
phase as equivalent, then Lemma 3.4.5 implies that ∆ is a metric on the set of all states on
a given number of qubits. Second, the results in this subsection generalize easily from C2n

to arbitrary Hilbert spaces.

Proof. Let |ψ⟩ be a state orthogonal to |α⟩ such that |γ⟩ is in the span of |α⟩ and |ψ⟩, and

let η = arccos |⟨β|α⟩|√
|⟨β|α⟩|2+|⟨β|ψ⟩|2

. By the triangle inequality,

|⟨β|γ⟩| = |⟨β|(α+ ψ)|γ⟩| ≤ |⟨β|α⟩| · |⟨γ|α⟩|+ |⟨β|ψ⟩| · |⟨γ|ψ⟩|

≤ |⟨β|α⟩|√
|⟨β|α⟩|2 + |⟨β|ψ⟩|2

· |⟨γ|α⟩|+ |⟨β|ψ⟩|√
|⟨β|α⟩|2 + |⟨β|ψ⟩|2

· |⟨γ|ψ⟩|

= cos η · cos ∆(α, γ) + sin η · sin ∆(α, γ) = cos(∆(α, γ)− η),

so ∆(β, γ) ≥ |∆(α, γ) − η| ≥ ∆(α, γ) − η. Similarly, |⟨β|α⟩| ≤ |⟨β|α⟩|√
|⟨β|α⟩|2+|⟨β|ψ⟩|2

= cos η so

∆(α, β) ≥ η. Therefore ∆(α, β) + ∆(β, γ) ≥ η + (∆(α, γ)− η) = ∆(α, γ).

Proposition 3.4.6. For all d ≥ 1, nonzero orthogonal projections Qd, and states |ϕ⟩,

max
Q1,...,Qd−1

∥QdQd−1 · · ·Q1|ϕ⟩∥ = cos

(
arccos ∥Qd|ϕ⟩∥

d

)d
, (3.4.1)

where the maximum is taken over all orthogonal projections Q1, . . . , Qd−1.

We will only use the fact that the left side of Eq. (3.4.1) is at most the right side, but
we prove the converse inequality as well because it is easy to do so.

Proof. We first prove an analogous statement about rank-1 orthogonal projections, specifi-
cally that for all states |θ0⟩ and |θd⟩,

max
|θ1⟩,...,|θd−1⟩

∣∣∣∣∣∣
d∏
j=1

⟨θj−1|θj⟩

∣∣∣∣∣∣ = cos

(
arccos |⟨θ0|θd⟩|

d

)d
. (3.4.2)

We then prove that the original proposition follows from this rank-1 analogue.
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First we prove that the left side of Eq. (3.4.2) is at most the right side. On the image of
∆, i.e. on the interval [0, π/2], the cosine function is decreasing and concave. Therefore for
all states |θ1⟩, . . . , |θd−1⟩, by the AM-GM inequality, Jensen’s inequality, and Lemma 3.4.5,∣∣∣∣∣∣

d∏
j=1

⟨θj−1|θj⟩

∣∣∣∣∣∣
1/d

≤ 1

d

d∑
j=1

|⟨θj−1|θj⟩| =
1

d

d∑
j=1

cos ∆(θj−1, θj) ≤ cos

1

d

d∑
j=1

∆(θj−1, θj)


≤ cos

(
∆(θ0, θd)

d

)
= cos

(
arccos |⟨θ0|θd⟩|

d

)
.

Next we give an example (Fig. 12) which shows that the left side of Eq. (3.4.2) is at
least the right side. For ease of notation let |σ⟩ = |θ0⟩ and |τ ⟩ = |θd⟩. By multiplying
|τ ⟩ by a global phase we may assume that ⟨σ|τ⟩ is a nonnegative real number. Let η =

arccos(⟨σ|τ⟩)/d, let |ψ⟩ = (I−σ)|τ ⟩
∥(I−σ)|τ ⟩∥ = |τ ⟩−|σ⟩⟨σ|τ⟩√

1−⟨σ|τ⟩2
, and for j ∈ [d−1] let |θj⟩ = cos(jη)|σ⟩+

sin(jη)|ψ⟩. The latter equation also holds for j = 0 and j = d, respectively because
|σ⟩ = |θ0⟩ and

cos(dη)|σ⟩+ sin(dη)|ψ⟩ = ⟨σ|τ⟩ · |σ⟩+

√
1− ⟨σ|τ⟩2 · |ψ⟩ = |τ ⟩ = |θd⟩.

Since ⟨σ|ψ⟩ = 0, it follows that for all j ∈ [d],

⟨θj−1|θj⟩ = cos((j − 1)η) cos(jη) + sin((j − 1)η) sin(jη) = cos(jη − (j − 1)η) = cos(η),

so
∏d
j=1⟨θj−1|θj⟩ = cos(η)d as desired.

Finally we prove that the original proposition follows from Eq. (3.4.2). For j ∈ [d −
1] we may assume that Qj is rank-1, because if Qj · · ·Q1|ϕ⟩ ≠ 0 then Qj · · ·Q1|ϕ⟩ =

θjQj−1 · · ·Q1|ϕ⟩ for |θj⟩ =
Qj ···Q1|ϕ⟩

∥Qj ···Q1|ϕ⟩∥ , and if Qj · · ·Q1|ϕ⟩ = 0 then clearly we cannot

decrease ∥Qd · · ·Q1|ϕ⟩∥ by replacing Qj with an arbitrary rank-1 orthogonal projection.
For any state |φ⟩, the norm ∥Qd|φ⟩∥ equals the maximum of |⟨ψ|φ⟩| over all states |ψ⟩ such
that Qd|ψ⟩ = |ψ⟩.5 (Here we used the fact that Qd ̸= 0 to ensure that there exists a state
in the 1-eigenspace of Qd, rather than just the zero vector.) Therefore

max
Q1,...,Qd−1

∥Qd · · ·Q1|ϕ⟩∥ = max
|θ1⟩,...,|θd−1⟩

∥Qd|θd−1⟩ · · · ⟨θ1|ϕ⟩∥ = max
|θ1⟩,...,|θd−1⟩
|ψ⟩=Qd|ψ⟩

|⟨ψ|θd−1⟩ · · · ⟨θ1|ϕ⟩|

= max
|ψ⟩=Qd|ψ⟩

cos

(
arccos |⟨ψ|ϕ⟩|

d

)d
= cos

(
arccos

(
max|ψ⟩=Qd|ψ⟩ |⟨ψ|ϕ⟩|

)
d

)d

= cos

(
arccos ∥Qd|ϕ⟩∥

d

)d
.

Corollary 3.4.3. For all d ≥ 1, orthogonal projections Q1, . . . , Qd, and states |ϕ⟩,

∥Qd · · ·Q1|ϕ⟩∥ ≤ exp

(
−⟨ϕ|(I −Qd)|ϕ⟩

2d

)
.

5By Cauchy-Schwarz, |⟨ψ|φ⟩| = |⟨ψ|Qd|φ⟩| ≤ ∥Qd|φ⟩∥, with equality if |ψ⟩ = Qd|φ⟩/∥Qd|φ⟩∥ or if
Qd|φ⟩ = 0.
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Proof. The claim is trivial if Qd = 0, so assume otherwise. Since

arccos ∥Qd|ϕ⟩∥ ≥ sin arccos ∥Qd|ϕ⟩∥ =
√

1− ∥Qd|ϕ⟩∥2 =
√
⟨ϕ|(I −Qd)|ϕ⟩,

it follows from Proposition 3.4.6 that

∥Qd · · ·Q1|ϕ⟩∥ ≤ cos

(
arccos ∥Qd|ϕ⟩∥

d

)d
≤ cos

(√
⟨ϕ|(I −Qd)|ϕ⟩

d

)d
,

so it suffices to prove that cos r ≤ exp(−r2/2) for all 0 ≤ r ≤ 1.
A special case of the Lagrange remainder theorem states that if f : R → R is n times

differentiable on all of R, then for all x ∈ R there exists h between 0 and x such that

f(x) =

n−1∑
k=0

f (k)(0)

k!
xk +

f (n)(h)

n!
xn,

where f (k) denotes the k’th derivative of f . An application with f = cos(·), x = r, n = 4
reveals that

cos r ≤ 1− r2

2
+

max{cosh : 0 ≤ h ≤ r}
24

· r4 = 1− r2

2
+
r4

24
,

and an application with f = exp(·), x = −r2/2, n = 3 reveals that

e−r
2/2 ≥ 1− r2/2 +

1

2
(−r2/2)2 +

max{eh : −r2/2 ≤ h ≤ 0}
6

(−r2/2)3 = 1− r2

2
+
r4

8
− r6

48
.

Finally, since r2 ≤ 1 it follows that r6 ≤ r4, so

e−r
2/2 ≥ 1− r2

2
+
r4

8
− r4

48
≥ 1− r2

2
+
r4

24
≥ cos r.

3.5 Depth-2 lower bounds

We prove the following, where the circuit C may be of arbitrary size:

Theorem 3.5.1. Let C be a depth-2 QAC circuit; then
∥∥(〈

n

∣∣⊗ I)C|0 . . . 0⟩∥∥2 ≤ 1/2 +
exp(−Ω(n)).

By reasoning similar to that in the beginning of Section 3.4.2, analogous lower bounds
follow immediately for parity and fanout:

Corollary 3.5.2. Let C be a depth-2 QAC circuit; then ∥Cn(I ⊗ |0 . . . 0⟩)− Pn ⊗ |0 . . . 0⟩∥2 ≥
1/2− exp(−Ω(n)), and similarly for Fn.

We remark that our proof of Theorem 3.5.1 gives a multiplicative constant of roughly
1/1060000 implicit in the Ω(·) notation in the inequality, which makes it trivial for small
values of n. Corollary 3.5.2 and Theorem 3.3.1 imply that for all sufficiently large n, the
minimum depth of a QAC circuit approximating n-qubit parity is between 3 and 7 inclusive,
and similarly for fanout.

Our proof of Theorem 3.5.1 goes roughly as follows. If there are only o(n) multi-qubit
gates acting on the n designated “target qubits”, then the result follows from Theorem 3.4.1.
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Otherwise, out of the multi-qubit gates acting on the targets, the average gate acts on O(1)
targets, as would be the case in a QNC0 circuit. Using a variant of a light cone argument [20],
we choose Θ(n) pairwise disjoint sets of qubits on which to define orthogonal projections,
and apply Theorem 3.4.4.

3.5.1 Simplifying depth-2 QAC circuits by measuring ancillae

For a one-qubit state |ψ⟩, let the |ψ⟩ basis be an orthonormal basis of C2 that includes
|ψ⟩. (We refer to “the” |ψ⟩ basis because, up to a global phase, there is a unique state
orthogonal to |ψ⟩.)

Lemma 3.5.3. Let A be a one-qubit register, and let B and C be registers on arbitrary num-
bers of qubits. Then for all states |ψ⟩A, |θ⟩B, |ϕ⟩ABC, the following two procedures generate
identically distributed random states in ABC:

• measure the A qubit of
(
R|ψ⟩|θ⟩ ⊗ IC

)
|ϕ⟩ in the |ψ⟩ basis;

• measure the A qubit of |ϕ⟩ in the |ψ⟩ basis, and then, conditioned on the outcome being
|ψ⟩, apply R|θ⟩ on B.

Proof. This follows easily from the fact that R|ψ⟩|θ⟩ = (I − ψ)⊗ I + ψ ⊗Rθ.

Theorem 3.5.1 is clearly equivalent to the statement that if C is a depth-2 QAC circuit,
and the projective measurement

(
n, I − n

)
is performed on any n designated “target”

qubits of C|0 . . . 0⟩, then the outcome is n with probability at most 1/2 + exp(−Ω(n)).
The following is the starting point for our proof:

Lemma 3.5.4. Let |ψ⟩ be an n-qubit state, and let C be a depth-2 QAC circuit acting on at
least n qubits. Partition these qubits into n “targets” followed by some number of ancillae.
Then there exist layers of R⊗ gates L2, L1 and a tensor product |ϕ⟩ of one-qubit states such
that the following conditions hold;

(i) ∥(⟨ψ| ⊗ I)L2L1|ϕ⟩∥2 ≥ ∥(⟨ψ| ⊗ I)C|0 . . . 0⟩∥2;
(ii) for all k ∈ {1, 2}, every ancilla is acted on by a gate in Lk, and every gate in Lk acts

on at least one target.

Remark. Although not necessary for our purposes, using Proposition 3.1.2 it is easy to
generalize the following argument to show that the gates in L2 and L1 may be assumed to
be multi-qubit gates.

Proof. Let a “construction” be a tuple of the form (L2, L1, |ϕ⟩) where L2 and L1 are layers
of R⊗ gates and |ϕ⟩ is a tensor product of one-qubit states. By Proposition 3.1.2 there
exists a construction satisfying (i). Below we describe a procedure that takes as input
a construction satisfying (i) but not (ii), and outputs a construction satisfying (i) using
fewer ancillae than the original construction. It then suffices to iterate this procedure on
a construction satisfying (i) until the construction also satisfies (ii), because the number of
ancillae can only decrease finitely many times.

Let (L2, L1, |ϕ⟩) be a construction satisfying (i) but not (ii), and let |φ⟩ = L2L1|ϕ⟩. For
all k ∈ {1, 2} and gates G in Lk, write G = R⊗

A|θkA⟩, where A ranges over all one-qubit

registers acted on by G, and
∣∣θkA〉 is a state in A. (Since A and k uniquely determine G,

this does not assign conflicting definitions to any of the
∣∣θkA〉.)
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First consider the case where an ancilla A is not acted on by L2 (that is, by any gate
in L2). If A is also not acted on by L1 then we may simply remove A from the con-
struction. Otherwise, measure the A qubit of |φ⟩ in the

∣∣θ1A〉 basis. By Lemma 3.5.3,
the resulting state on the qubits besides A equals L′

2L
′
1|ϕ′⟩ for some random construc-

tion (L′
2, L

′
1, |ϕ′⟩). Furthermore, the expectation over (L′

2, L
′
1, |ϕ′⟩) of ∥(⟨ψ| ⊗ I)L′

2L
′
1|ϕ′⟩∥

2

equals ∥(⟨ψ| ⊗ I)L2L1|ϕ⟩∥2, which is at least ∥(⟨ψ| ⊗ I)C|0 . . . 0⟩∥2. Therefore there exists
a fixed construction in the support of (L′

2, L
′
1, |ϕ′⟩) that satisfies (i), and the procedure may

output this construction.
If an ancilla A is acted on by L2 but not by L1, then measure the A qubit of |φ⟩ in the∣∣θ2A〉 basis, and the rest of the argument is similar to the above. If every ancilla is acted on

by L2, and a gate G in L1 does not act on any targets, then for all qubits A acted on by G,
measure the A qubit of |φ⟩ in the

∣∣θ2A〉 basis, and again the rest of the argument is similar
to the above. Finally, if a gate G in L2 does not act on any targets, then G acts on at least
one ancilla, and also we may remove G from L2 without changing ∥(⟨ψ| ⊗ I)L2L1|ϕ⟩∥2, so
this reduces to the previously considered case in which an ancilla is not acted on by L2.

3.5.2 Proof of Theorem 3.5.1

The δ = 1 case of the following is Markov’s inequality:

Lemma 3.5.5. Let 0 < δ ≤ 1, let a > 0, and let X be a nonnegative random variable.

Then there exists t ∈
[
a, aeδ

−1−1
]
such that Pr(X ≥ t) ≤ δE[X]/t.

Remark. The intuition behind our use of Lemma 3.5.5 is as follows. Theorem 3.4.4 implies
that depth-2 QAC circuits require size at least Ω(n) to approximately construct

∣∣
n

〉
, and

Lemma 3.5.4 implies that depth-2 QAC circuits that approximately construct
∣∣

n

〉
have

size at most 2n without loss of generality, so these bounds are “just a constant factor” away
from implying that depth-2 QAC circuits of arbitrary size cannot approximately construct∣∣

n

〉
. This is analogous to how Markov’s inequality is “just a factor of δ” away from the

conclusion of Lemma 3.5.5.

Proof. Assume the contrary, and let b = aeδ
−1−1. Then,

E[X] =

∫ ∞

0
Pr(X ≥ t)dt ≥

∫ a

0
Pr(X ≥ t)dt+

∫ b

a
Pr(X ≥ t)dt,

and ∫ a

0
Pr(X ≥ t)dt ≥

∫ a

0
Pr(X ≥ a)dt = aPr(X ≥ a) > δE[X],

and ∫ b

a
Pr(X ≥ t)dt >

∫ b

a
δE[X]/t · dt = δE[X] ln(b/a) = δE[X](δ−1 − 1),

so E[X] > E[X], which is a contradiction.

Theorem 3.5.6 (Turán’s theorem6). Let G be a simple undirected graph on n vertices, and
let d be the average degree of the vertices in G. Then G contains an independent set of size
at least n/(d+ 1).

6Often Turán’s theorem is phrased as saying that dense graphs have large cliques, whereas Theorem 3.5.6
says that sparse graphs have large independent sets. These statements are equivalent, because taking the
complement of a graph turns cliques into independent sets and vice versa.
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Remark. For the intuition behind our use of Theorem 3.5.6, recall the discussion of disjoint
light cones from the proof overview earlier in this section.

Proof exposited by Alon and Spencer [9]. Identify the vertex set of G with [n]. Let σ be a
uniform random permutation of [n], and let I be the set of vertices u such that σ(u) < σ(v)
for all edges {u, v}. Then I is an independent set, because for every edge {u, v}, either
σ(u) < σ(v) or σ(v) < σ(u). A vertex u with degree du is in I with probability 1/(du + 1),
because any vertex out of u and its neighbors is equally likely to be assigned the lowest value
by σ out of these vertices. By linearity of expectation it follows that E|I| =

∑
u∈[n] 1/(du+1),

and by Jensen’s inequality this is at least n/(d+ 1).

Recall that |ϕ⟩, C, |ψ⟩, (Qj)j are variables from the statement of Theorem 3.4.4. In
upcoming applications of Theorem 3.4.4 we will refer to |ϕ⟩ as the “input state”, C as the
“circuit”, |ψ⟩ as the “desired output state”, and (Qj)j as “projections”.

Remark. We will not actually use the full strength of Theorem 3.4.4, in the sense that we
will always upper-bound the number of multi-qubit gates acting on the targets by upper-
bounding the total number of gates. One could instead use the full strength of Theorem 3.4.4
in this regard, and forgo the use of Lemma 3.5.4 entirely by measuring selected ancillae all
at once later in the proof, but we consider the current presentation to be simpler.

Theorem 3.5.1. Let C be a depth-2 QAC circuit; then
∥∥(〈

n

∣∣⊗ I)C|0 . . . 0⟩∥∥2 ≤ 1/2 +
exp(−Ω(n)).

Proof. Let L2, L1 be layers of R⊗ gates and let |ϕ⟩ be a tensor product of one-qubit
states, with the first n qubits designated as targets and all other qubits designated as
ancillae. Assume that for all k ∈ {1, 2}, every ancilla is acted on by a gate in Lk, and
every gate in Lk acts on at least one target. By Lemma 3.5.4 it suffices to prove that∥∥(〈

n

∣∣⊗ I)L2L1|ϕ⟩
∥∥2 ≤ 1/2 + exp(−Ω(n)).

Let c be the constant from Theorem 3.4.4, and let γ = (c/2)(c/3)/(1 + c/2) and δ =
(c/2)γ2. Since Theorem 3.4.4 remains true if c is replaced by any constant between 0 and
c, we may take c to be small enough so that γ, δ ≤ 1.

For a circuit C let |C| denote the number of gates in C, and write “G ∈ C” to denote
that G is a gate in C. First consider the case where |L2| ≤ γn. It suffices to prove that∣∣∣⟨ϕ|L†

1L
†
2 ·
∣∣

n

〉
|ψ⟩
∣∣∣2 ≤ 1/2 + exp(−Ω(n)) for all states |ψ⟩. If |L1| ≤ n(c/3)/(1 + c/2)

then |L1| + |L2| ≤ (c/3)n, and the result follows by applying Theorem 3.4.4 with input
state |ϕ⟩, circuit L2L1, desired output state

∣∣
n

〉
|ψ⟩, and n one-qubit projections |0⟩⟨0|

acting on the targets. Alternatively, if |L1| ≥ n(c/3)/(1 + c/2) then |L2| ≤ (c/2)|L1|, and
the result follows from applying Theorem 3.4.4 with input state L1|ϕ⟩, circuit L2, desired
output state

∣∣
n

〉
|ψ⟩, and for every gate G ∈ L1 the projection |0⟩⟨0| ⊗ I on the support

of G, where |0⟩⟨0| acts on one of the targets acted on by G. (Here we used the fact that
1/2 + exp(−Ω(|L1|)) ≤ 1/2 + exp(−Ω(n)).)

Now consider the case where |L2| ≥ γn. This time we will measure some carefully
chosen ancillae before applying Theorem 3.4.4. Let X be the number of targets acted on
by a uniform random gate in L1. By Lemma 3.5.5 there exists a number t ∈ [1, exp(1/δ)]
such that Pr(X ≥ t) ≤ δE[X]/t. Fix such a t. Write L1 = LB1 ⊗ LS1 , for “big” and “small”
respectively, where LB1 (resp. LS1 ) consists of the gates in L1 acting on at least (resp. fewer
than) t targets. Then

∣∣LB1 ∣∣ = |L1|Pr(X ≥ t) ≤ δ|L1|E[X]/t ≤ δn/t = (c/2)γ2n/t.
Let G be the graph whose vertices are the gates in L2, and whose edges are the pairs e

of distinct vertices such that for some gate G ∈ LS1 , for both vertices V in e, there exists a
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target that both G and V act on. Since t ≥ 1, the degree of a vertex is at most t− 1 times
the number of targets acted on by that vertex. Therefore the average degree of the vertices
in G is at most (t− 1)n/|L2|, so by Theorem 3.5.6 there exists an independent set I in G of
size

|I| ≥ |L2|
(t− 1)n/|L2|+ 1

≥ γn

(t− 1)n/(γn) + 1
=

γ2n

t− 1 + γ
≥ γ2n/t.

Fix such a set I. It follows that
∣∣LB1 ∣∣ ≤ (c/2)|I|, and also that |I| ≥ γ2n/ exp(1/δ) ≥ Ω(n).

For V ∈ I let AV be the register consisting of the following two types of qubits: targets
acted on by a gate in LS1 that acts on one of the same targets as V , and qubits acted on
by V that are not acted on by LS1 . The AV are registers on pairwise disjoint sets of qubits,
because I is an independent set in G and because a qubit cannot be acted on by multiple
gates in any given layer.

For G ∈ L2 write G = R⊗
A|θA⟩, where A ranges over all one-qubit Hilbert spaces acted

on by G, and |θA⟩ is a state in A. This defines |θA⟩ for every ancilla A, because L2 acts
on every ancilla. For all ancillae A acted on by LS1 , measure the A qubit of L2L1|ϕ⟩ in the
|θA⟩ basis. By Lemma 3.5.3, the resulting state |φ⟩ on the qubits that were not measured
satisfies |φ⟩ = L′

2L
B
1 |ϕ′⟩, where L′

2 and LB1 are implicitly tensored with the identity, and

• |ϕ′⟩ is the tensor product of (i) a tensor product of one-qubit states on the qubits that
were not acted on by LS1 , and (ii) the tensor product over G ∈ LS1 of a state on the targets
that were acted on by G. In particular, |ϕ′⟩ factors as |ϕ′⟩ =

⊗
V ∈I |ϕ′V ⟩⊗ |ϕ′A⟩, for some

states |ϕ′V ⟩ ∈ AV (none of the qubits in AV were measured) and a state |ϕ′A⟩ on all other
qubits in |φ⟩.

• L′
2 =

⊗
G∈L2

UG, where UG is a Hermitian unitary transformation (specifically, the iden-
tity or an R⊗ gate) on the qubits in |φ⟩ that were acted on by G.

It suffices to prove that
∥∥(〈

n

∣∣⊗ I)|φ⟩∥∥2 ≤ 1/2 + exp(−Ω(n)), or equivalently that∣∣(〈
n

∣∣⟨ψ|)L′
2L

B
1 |ϕ′⟩

∣∣2 ≤ 1/2+exp(−Ω(n)) for all states |ψ⟩. For V ∈ I, the transformation
UV acts on a subset of the qubits in AV , including at least one target because V acted on
at least one target and none of the targets were measured. Therefore we may define an
orthogonal projection on AV by QV = UV (|0⟩⟨0| ⊗ I)UV ⊗ I, where |0⟩⟨0| acts on a target.
Observe that I −QV = UV (|1⟩⟨1| ⊗ I)UV ⊗ I, and that the state |τ ⟩ = L′

2

∣∣
n

〉
|ψ⟩ satisfies

⟨τ |

(⊗
V ∈I

QV ⊗ I

)
|τ ⟩ = ⟨τ |

(⊗
V ∈I

(I −QV )⊗ I

)
|τ ⟩ = 1/2.

Therefore the result follows by applying Theorem 3.4.4 with input state |ϕ′⟩, circuit LB1 ,
desired output state |τ ⟩, and projections (QV )V , recalling that |LB1 | ≤ (c/2)|I| and that
|I| ≥ Ω(n).



Chapter 4

Quantum circuit upper bounds for
states, unitaries, and functions

And now for something completely different.

Monty Python’s Flying Circus

In Section 4.1 we present QACf size and depth upper bounds for arbitrary states and
unitaries. In Section 4.2 we present size upper and lower bounds for constructing arbitrary
states over a universal gate set. In Section 4.3 we present QAC0 size upper bounds for
arbitrary functions and states. Finally in Section 4.4 we present a barrier to QAC0

f size
lower bounds for constructing explicit states.

4.1 QACf upper bounds for states and unitaries

Theorem 1.3.10. Every n-qubit state can be cleanly, exactly constructed by a QAC0
f circuit

with Õ(2n) ancillae.

A proof sketch is as follows. First consider the analogous problem of sampling a string
s from a given distribution over {0, 1}n. One way to sample s is to first sample

bx ∼ Bernoulli(Pr(s begins with x1 | s begins with x))

independently for all binary strings x of length less than n, and then output the string y
defined by yi = by1y2···yi−1 for i from 1 to n. Furthermore each bit of y can be computed by

a DNF formula of size Õ(2n) as a function of (bx)x. Similarly we can construct a quantum
state

∑
y∈{0,1}n αy|y⟩ using unentangled one-qubit states in place of (bx)x; this actually

yields a state of the form
∑

y∈{0,1}n αy|y⟩
∣∣garbagey

〉
, but it turns out that

∣∣garbagey
〉

can
be efficiently uncomputed controlled on y.

Our proof will use the following notation. Let {0, 1}≤n (resp. {0, 1}<n) denote the set
of strings of length at most (resp. less than) n over {0, 1}, including the empty string ϵ. For
x, y ∈ {0, 1}∗ let xk, x<k, x≤k respectively denote the k’th bit, first k − 1 bits, and first k
bits of x, and let xy denote the concatenation of x and y.

Proof. Let |ψ⟩ =
∑

x∈{0,1}n αx|x⟩ denote the n-qubit state to be constructed, and define

“conditional amplitudes” βx for x ∈ {0, 1}≤n\{ϵ} as follows: Let |ψϵ⟩ = |ψ⟩, and for

68
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1
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1

0 0

0

1 1

0
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1 1

0

0 1

Figure 13: The nodes are labeled with the inputs to f . The highlighted path represents
the output of f , and is defined by starting at the root and repeatedly walking to the left or
right child depending on whether the current node is labeled 0 or 1.

x ∈ {0, 1}<n, given an (n− |x|)-qubit state |ψx⟩, write

|ψx⟩ =

{
βx0|0⟩|ψx0⟩+ βx1|1⟩|ψx1⟩ if |x| ≤ n− 2,

βx0|0⟩+ βx1|1⟩ if |x| = n− 1

for (n−|x|− 1)-qubit states |ψx0⟩, |ψx1⟩ (if |x| ≤ n− 2) and complex numbers βx0, βx1 such
that |βx0|2 + |βx1|2 = 1. Let

|ϕx⟩ = βx0|0⟩+ βx1|1⟩

for x ∈ {0, 1}<n, and observe that αx =
∏n
i=1 βx≤i

for all x ∈ {0, 1}n.

Let f : {0, 1}{0,1}<n → {0, 1}n be the function defined by f(x)i = xf(x)<i
for i from 1

to n. The function f is illustrated in Fig. 13 and can be computed by the following AC0

formula of leafsize Õ(2n):

f(x)j =
∨

t∈{0,1}j
tj=1

∧
1≤i≤j

1xt<i=ti
for 1 ≤ j ≤ n.

(The conjunction indicates whether t equals the first j bits of f(x), and the disjunction
indicates whether the satisfying t is such that tj = 1.) Therefore the unitary Uf defined by

Uf |x, a⟩ = |x, a⊕ f(x)⟩ for x ∈ {0, 1}{0,1}<n
, a ∈ {0, 1}n

can be computed by a QAC0
f circuit on Õ(2n) qubits.

Let (Rx)x∈{0,1}<n be one-qubit registers and let S be an n-qubit register. The first step
toward constructing |ψ⟩ is to construct the state

Uf

⊗
x∈{0,1}<n

|ϕx⟩Rx
⊗ |0n⟩S

,
using a layer of one-qubit gates followed by the aforementioned circuit for Uf . Here, when
computing Uf , the x’th input bit to f is in Rx for all x, and the output register of f is S.
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Observe that

Uf (I ⊗ |0n⟩) =
∑

x∈{0,1}{0,1}<n

|x⟩⟨x| ⊗ |f(x)⟩ =
∑

t∈{0,1}n

∑
x∈f−1(t)

|x⟩⟨x|

⊗ |t⟩ =
∑

t∈{0,1}n

(
n⊗
i=1

|ti⟩⟨ti|Rt<i

)
⊗ |t⟩S,

where the t’th tensor product above implicitly acts as the identity on all Rx for which x
does not equal t<i for any i. Therefore

Uf

⊗
x∈{0,1}<n

|ϕx⟩Rx
⊗ |0n⟩S

 =
∑

t∈{0,1}n

⊗
x∈{0,1}<n

{
|ti⟩
〈
ti
∣∣ϕt<i

〉
Rx

if x = t<i for some i

|ϕx⟩Rx
otherwise

⊗ |t⟩S.

By the definition of
∣∣ϕt<i

〉
it holds that

〈
ti
∣∣ϕt<i

〉
= βt<iti = βt≤i

, so since αt =
∏n
i=1 βt≤i

for all t ∈ {0, 1}n it follows that

Uf

⊗
x∈{0,1}<n

|ϕx⟩Rx
⊗ |0n⟩S

 =
∑

t∈{0,1}n
αt

⊗
x∈{0,1}<n

{
|ti⟩Rx

if x = t<i for some i

|ϕx⟩Rx
otherwise

⊗ |t⟩S.

All that remains to construct the state |ψ⟩ =
∑

t∈{0,1}n αt|t⟩ is to uncompute the above

content of (Rx)x∈{0,1}<n controlled on the state |t⟩ of S. To do so, first make |{0, 1}<n|
copies of t using fanout. Then for each x ∈ {0, 1}<n in parallel, controlled on one of these
copies of t, if x = t<i for some i then perform in Rx an operation that maps |ti⟩ to |0⟩, and
otherwise perform in Rx an operation that maps |ϕx⟩ to |0⟩. Finally, uncompute the extra
copies of t using fanout.

Theorem 1.3.14. Every n-qubit unitary transformation can be cleanly, exactly imple-
mented by a QACf circuit of depth O

(
2n/2

)
with Õ

(
22n
)
ancillae.

Proof. Let U denote the n-qubit unitary to be implemented. By Theorem 2.4.2 it suffices
to implement a U -qRAM with an Õ

(
22n
)
-qubit QAC0

f circuit, and this can be achieved as
follows. On input x ∈ {0, 1}n to the U -qRAM, for all y ∈ {0, 1}n in parallel, in a register Ry
use Theorem 1.3.10 and Lemma A.2.2 to construct U |y⟩ controlled on x = y. Then swap
Rx into the output register using Lemma A.2.1.

4.2 Size bounds for approximately constructing states over
a universal gate set

In this section we define the size of a circuit to be the total number of gates (including one-
qubit gates), in contrast to Definition 1.3.4 in which only multi-qubit gates count toward
size. First we prove the upper bound:

Theorem 4.2.1 (formal version of Theorem 1.3.12). There exists a finite gate set G
such that for all n ∈ N, ε ≥ exp(−poly(n)) and n-qubit states |ψ⟩, there exists a size-
O(2n log(1/ε)/n) circuit C over G such that ∥C|0 . . . 0⟩ − |ψ⟩|0 . . . 0⟩∥ ≤ ε.

Proof. Let G be any universal gate set that includes the Toffoli and NOT gates. By Theo-
rem 2.3.2 and the Solovay-Kitaev theorem (Theorem 1.3.3) there exists a poly(n)-size circuit
A over G, making ten queries to a boolean function f , such that

∥∥Af |0 . . . 0⟩ − |ψ⟩|0 . . . 0⟩∥∥ ≤
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ε. Inspection of the proof of Theorem 2.3.2 reveals that f has n+ log log(1/ε) +O(1) input
bits, and that only the first output bit of f depends on the input to f . By Lupanov’s up-
per bound (Theorem 1.3.9) it follows that f can be computed by an O(2n log(1/ε)/n)-size
boolean circuit, where the output bits not depending on the input are hard-coded into the
circuit. Since boolean circuits can be cleanly simulated by quantum circuits consisting only
of Toffoli and NOT gates with a constant-factor blowup in size, it follows that f can be
computed by an O(2n log(1/ε)/n)-size circuit over G. Combining this circuit with A yields
the desired result.

Now we prove the lower bound:

Theorem 4.2.2 (formal version of Theorem 1.3.13). Let G be a finite gate set. Then for
all n ∈ N and 1/4 ≥ ε ≥ exp(−poly(n)), there exists an n-qubit state |ψ⟩ such that circuits
C over G require size Ω(2n log(1/ε)/n) in order for the reduced state ρ on the first n qubits
of C|0 . . . 0⟩ to satisfy td(ρ, |ψ⟩⟨ψ|) ≤ ε.

To properly compare Theorems 1.3.12 and 1.3.13 it is necessary to convert the error
bound in Theorem 1.3.12 from 2-norm error to trace distance error. Identifying a pure
state |ϕ⟩ with the density matrix |ϕ⟩⟨ϕ|, the trace distance between two pure states is
at most the 2-norm distance between those states (see Eq. (1.6.3)), so the conclusion of
Theorem 1.3.12 implies that the trace distance between |ψ⟩|0 . . . 0⟩ and C|0 . . . 0⟩ is at most
ε. Therefore by Eq. (1.6.1) the trace distance between |ψ⟩ and the reduced state on the
first n qubits of C|0 . . . 0⟩ is at most ε, so the lower bound from Theorem 1.3.13 matches
the upper bound from Theorem 1.3.12.

Proof of Theorem 4.2.2. Let Sn(r) = {x ∈ Rn+1 : ∥x∥ = r} and Sn = Sn(1). The set of n-
qubit pure states can be identified with S2n+1−1, because an n-qubit pure state is described
by 2n complex amplitudes, each of which has a real part and an imaginary part, and these
2n+1 real numbers form a unit vector. Let µn denote n-dimensional volume; then µn(Sn)
obeys the recurrence

µ0(S0) = 2, µ1(S1) = 2π, µn+1(Sn+1) = 2πµn−1(Sn−1)/n for n ≥ 1

and µn(Sn(r)) = rnµ(Sn) [103]. We will write µ = µn when n is clear from the context.
For an n-qubit mixed state ρ and ε ≥ 0, let Nε(ρ) denote the set of pure states |ψ⟩ such

that td(ρ, ψ) ≤ ε. If ρ itself is rank-1, say ρ = |ρ⟩⟨ρ|, then for all pure states |ψ⟩ it is well
known that td(ρ, ψ) =

√
1− |⟨ρ|ψ⟩|2, and so |ψ⟩ is in Nε(ρ) if and only if |⟨ρ|ψ⟩|2 ≥ 1− ε2.

Therefore

µ(Nε(ρ)) =

∫ arcsin ε

θ=0
µ(S1(cos θ))µ(S2n+1−3(sin θ))dθ,

because ⟨ρ|ψ⟩ is described by two real numbers whose squares sum to a value cos2 θ between
1 and 1− ε2, and the rest of |ψ⟩ is described by 2n+1 − 2 real numbers whose squares sum
to sin2 θ. It follows that for m = 2n+1,

µ(Nε(ρ)) =

∫ arcsin ε

θ=0
cos θ sinm−3 θdθ · µ(S1)µ(Sm−3) =

∫ ε

u=0
um−3du · µ(S1)µ(Sm−3)

= εm−2µ(S1)µ(Sm−3)/(m− 2) = εm−2µ(Sm−1).

More generally, consider an n-qubit mixed state ρ of arbitrary rank. IfNε(ρ) is nonempty
then there exists a state |ψ⟩ ∈ Nε(ρ), so for all |ϕ⟩ ∈ Nε(ρ), by the triangle inequality
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td(ψ, ϕ) ≤ td(ψ, ρ) + td(ρ, ϕ) ≤ 2ε. In other words Nε(ρ) ⊆ N2ε(ψ). It follows from the
case proved above that

µ(Nε(ρ)) ≤ µ(N2ε(ψ)) ≤ (2ε)m−2µ(Sm−1) ≤ ε(m−2)/2µ(Sm−1),

where the last inequality holds because ε ≤ 1/4.
For s ∈ N let Cs denote the set of size-s circuits over G. Circuits in Cs act on O(s) qubits

without loss of generality, and there are poly(s) ways to choose a gate from G and the
qubits that it acts on out of O(s) total qubits, so |Cs| ≤ poly(s)s ≤ 2O(s log s). In particular,
if s ≤ o(2n log(1/ε)/n) then log s ≤ O(n)+log log(1/ε) ≤ O(n) and so 2O(s log s) ≤ (1/ε)o(2

n);
therefore

µ

( ⋃
C∈Cs

Nε

(
tr>n

(
C|0 . . . 0⟩⟨0 . . . 0|C†

)))
≤
∑
C∈Cs

µ
(
Nε

(
tr>n

(
C|0 . . . 0⟩⟨0 . . . 0|C†

)))
≤
∑
C∈Cs

ε(m−2)/2µ(Sm−1) ≤ ε(m−2)/2−o(m)µ(Sm−1) ≤ o(µ(Sm−1)).

4.3 QAC0 upper bounds for functions and states

Lemma 4.3.1. For all n-qubit QAC0
f circuits A and all ε ≥ exp(−poly(n)), there exists an

exp(poly(n))-qubit QAC0 circuit C such that ∥C(In ⊗ |0 . . . 0⟩)−A⊗ |0 . . . 0⟩∥ ≤ ε.
Proof. Let d ≤ O(1) be the depth of A, and note that A has at most dn multi-qubit gates,
each of which acts on at most n qubits. By Theorem 3.3.1 each gate can be simulated
to within error ε/dn by a QAC0 circuit with exp(poly(n)) ancillae, and by the triangle
inequality (more specifically, Eq. (2.1.3)) it follows that the product of these simulations of
individual gates of A simulates A to within error ε.

Since every n-bit boolean function can be computed by a QAC0
f circuit with exp(O(n))

ancillae (by fanning out copies of the input and simulating a CNF or DNF), and every
n-qubit state can be constructed by a QAC0

f circuit with exp(O(n)) ancillae (by The-
orem 1.3.10), the following formalizations of Corollary 1.3.17 follow immediately from
Lemma 4.3.1:

Corollary 4.3.2. For all functions f : {0, 1}n → {0, 1} and all ε ≥ exp(− exp(O(n))),
there exists a QAC0 circuit C with exp(exp(O(n))) ancillae such that

∥C(In+1 ⊗ |0 . . . 0⟩)− Uf ⊗ |0 . . . 0⟩∥ ≤ ε,

where Uf |x, b⟩ = |x, b⊕ f(x)⟩ for all x ∈ {0, 1}n, b ∈ {0, 1}.
Corollary 4.3.3. For all n-qubit states |ψ⟩ and all ε ≥ exp(− exp(O(n))), there exists a
QAC0 circuit C with exp(exp(O(n))) ancillae such that ∥C|0 . . . 0⟩ − |ψ⟩|0 . . . 0⟩∥ ≤ ε.

4.4 Barrier to QAC0
f lower bounds for constructing explicit

states

Call a state sequence (|ψn⟩)n explicit if |ψn⟩ is an n-qubit state whose description can
be computed in time exp(poly(n)) as a function of n. For example, every pure state se-
quence in the class statePSPACEexp (which we will define in Section 5.1.2) is explicit up



CHAPTER 4. QUANTUMCIRCUIT UPPER BOUNDS FOR STATES, UNITARIES, AND FUNCTIONS73

to global phases, by Lemmas 5.1.2 and 5.1.6 and the fact that PSPACE ⊆ EXP. We say
that a language is in QAC0

f if it can be decided with bounded error by a nonuniform se-
quence of polynomial-size QAC0

f circuits. The following is one way to more formally state
Observation 1.3.18:

Theorem 4.4.1. Assume there exists an explicit state sequence (|ψn⟩)n and function ε(n) =
exp(−poly(n)) such that for all sequences (Cn)n of polynomial-size QAC0

f circuits, it holds
that ∥Cn|0 . . . 0⟩ − |ψn⟩|0 . . . 0⟩∥ ≥ ε(n). Then EXP ⊈ QAC0

f .

Proof. We prove the contrapositive statement: if EXP ⊆ QAC0
f then for all functions ε(n) =

exp(−poly(n)), every explicit state sequence (|ψn⟩)n can be constructed to within error ε in

QAC0
f . Let Cfnn be the circuit-oracle combination for constructing |ψn⟩ from Theorem 2.3.3.

We argue that (fn)n is in EXP: given n, first compute the description of |ψn⟩ (which takes
exponential time since (|ψn⟩)n is explicit) and then run the assumed algorithm for fn from
Theorem 2.3.3 (which takes polynomial space and therefore exponential time). By the

assumption that EXP ⊆ QAC0
f it follows that (fn)n ∈ QAC0

f , and therefore
(
Cfnn

)
n

can be

implemented in QAC0
f .



Chapter 5

Interactive state and unitary
synthesis

If I lied the first time, I’m not going to tell you the truth just
because you ask twice.

Eliezer Yudkowsky, Harry Potter and the Methods of Rationality

In Section 5.1 we define various state complexity classes, in Section 5.2 we prove that
statePSPACE ⊆ stateQIP(6), in Section 5.3 we prove our results about interactive unitary
synthesis after defining the relevant classes, and in Section 5.4 we prove our results about
multiple entangled provers after defining the relevant classes.

The history of these results is as follows. First the author and Yuen [88] proved similar
results except with polynomially many rounds of interaction, using the state synthesis algo-
rithm from Theorem 1.2.2 which makes polynomially many queries. Then in followup work,
Metger and Yuen [76] simplified some of our proofs and adopted slightly different definitions
of state complexity classes (in particular, they generalized our definitions from pure states
to mixed states). After that, the author [86] used the one-query state synthesis algorithm
from Theorem 1.2.4 to decrease the number of rounds of interaction from polynomial to
constant, and incorporated the simplifications and revised definitions introduced by Metger
and Yuen [76]. This latter work of the author [86] considered only state synthesis, but here
we rephrase the author and Yuen’s [88] results about unitary synthesis and their proofs to
use the revised definitions and simplifications from the aforementioned followup work [76,
86]. Below we present only the simplest, most modern versions of the results and proofs,
while pointing out many of the differences with the original versions.

5.1 State complexity classes

In this section we define various state complexity classes and establish some basic facts
about them as preparation for the proof that statePSPACE ⊆ stateQIP(6). Although for
simplicity these classes are defined in terms of state sequences where the n’th state is on
n qubits, the definitions (and related results) generalize easily to the case where the n’th
state is on poly(n) qubits. Some of the language in this section is modeled on passages from
Metger and Yuen [76].

74
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5.1.1 polyL-explicit state sequences

Recall from Section 1.6 that we define an ε-precision description of a pure state
∑

x∈{0,1}n αx|x⟩
to be a tuple (α̃x)x∈{0,1}n of complex numbers specified exactly in binary such that |α̃x − αx| ≤
ε for all x. We define a similar notion for mixed states: an ε-precision description of a mixed
state

∑
x,y∈{0,1}n ρx,y|x⟩⟨y| is a tuple (ρ̃x,y)x,y∈{0,1}n of complex numbers specified exactly

in binary such that |ρ̃x,y − ρx,y| ≤ ε for all x, y.

Definition 5.1.1 (polyL-explicit state sequences). Let |ψn⟩ be an n-qubit pure state for
all n. We call the sequence (|ψn⟩)n polyL-explicit if for all functions of the form ε(n) =
exp(−poly(n)), there is an algorithm that on input n outputs an ε(n)-precision description
of |ψn⟩ using space poly(n) (i.e. space polylogarithmic in the output length).

Similarly, let ρn be an n-qubit mixed state for all n. We call the sequence (ρn)n polyL-
explicit if for all functions of the form ε(n) = exp(−poly(n)), there is an algorithm that on
input n outputs an ε(n)-precision description of ρn using space poly(n).

Lemma 5.1.2. Let (ρn)n be a polyL-explicit sequence of rank-1 mixed states. Then there
is a polyL-explicit sequence of pure states (|ψn⟩)n such that ρn = |ψn⟩⟨ψn| for all n.

Proof. Fix n and write ρ = ρn =
∑

x,y∈{0,1}n ρx,y|x⟩⟨y|. Let (ρ̃x,y)x,y∈{0,1}n be a
(
1
4 · 2

−n)-
precision description of ρ computable in poly(n) space. Since tr(ρ) = 1 there exists a string
x such that ρx,x ≥ 2−n, implying that ρ̃x,x ≥ ρx,x − 1

4 · 2
−n ≥ 3

4 · 2
−n. Let y be the

lexicographically first string such that ρ̃y,y ≥ 3
4 · 2

−n (which we have just shown to exist)
and observe that ρy,y ≥ ρ̃y,y − 1

4 · 2
−n ≥ 1

2 · 2
−n. Let

|ψ⟩ = |ψn⟩ =
ρ|y⟩
√
ρy,y

=
∑

x∈{0,1}n

ρx,y√
ρy,y
|x⟩.

Since ρ is rank-1 it is easy to see that ρ = ψ.
For ε = exp(−poly(n)) an ε-precision description of |ψ⟩ can be computed in poly(n)

space as follows. Let δ = 1
64 · 2

−2nε2 ≥ exp(−poly(n)) and let (σx,y′)x,y′∈{0,1}n be a δ-
precision description of ρ computable in poly(n) space. First compute y (using that ρ̃ can
be computed in poly(n) space), and then output

(
σx,y/

√
σy,y

)
x∈{0,1}n .

This algorithm is correct, because by the triangle inequality∣∣∣∣ σx,y√
σy,y
− ρx,y√

ρy,y

∣∣∣∣ =

∣∣∣∣σx,y√ρy,y −√σy,yρx,y√
σy,yρy,y

∣∣∣∣ ≤ √ρy,y · |σx,y − ρx,y|+ |ρx,y| ·
∣∣√ρy,y −√σy,y∣∣√

(ρy,y − δ)ρy,y

≤
δ +

√
|ρy,y − σy,y|√(

1
2 · 2−n − δ

)
· 12 · 2−n

≤ 2
√
δ√

1
8 · 2−2n

≤ ε,

where the second-to-last inequality uses that δ ≤ 1
4 · 2

−n.

5.1.2 The class statePSPACE

For convenience we use the universal gate set {H,CNOT , T} [80] in the following definition,
although our results hold for any universal gate set consisting of gates with algebraic entries.

Definition 5.1.3 (General quantum circuits and space-uniformity). A general quantum
circuit is a circuit consisting of gates from the set {H,CNOT , T} as well as non-unitary
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gates that (a) introduce new qubits initialized in the zero state, (b) trace them out, or
(c) measure them in the standard basis. A general quantum circuit uses space s if at
most s qubits are involved at any time step of the computation. The description of a
general quantum circuit is the sequence of its gates (unitary or non-unitary) along with a
specification of which qubits they act on.

We call a sequence (Cn)n of general quantum circuits space-uniform if Cn uses space
poly(n), and there is an algorithm that on input n uses space poly(n) and outputs the
(possibly exponentially long) description of Cn.

Definition 5.1.4 (statePSPACE and variants thereof). For δ : N→ [0,∞), let statePSPACEδ
be the class of all sequences of mixed states (ρn)n such that each ρn is a state on n qubits,
and there exists a space-uniform sequence of general quantum circuits (Cn)n such that for
all sufficiently large n, the circuit Cn takes no inputs and Cn outputs a mixed state σn
such that td(σn, ρn) ≤ δ(n). Let statePSPACE =

⋂
p statePSPACE1/p and statePSPACEexp =⋂

p statePSPACEexp(−p) where p ranges over all polynomials.

We abuse notation and write (|ψn⟩)n ∈ statePSPACEδ if (|ψn⟩⟨ψn|)n is in statePSPACEδ.
Also recall that the definitions of state complexity classes such as statePSPACEδ generalize
easily to sequences where the n’th state is on poly(n) qubits. With this in mind we can
state the following result, which in particular implies that statePSPACEexp is closed under
purification:

Lemma 5.1.5 ([76, part of Theorem 6.1]1). Let (ρn)n ∈ statePSPACEδ be a sequence of
mixed states for some function δ. Then there exists a sequence of pure states (|ψn⟩)n ∈⋂
ε(n)=exp(−poly(n)) statePSPACE2

√
δ+ε such that |ψn⟩ is a purification of ρn for all n.

We also use the following:

Lemma 5.1.6. Every sequence of mixed states in statePSPACEexp is polyL-explicit.

Proof. Metger and Yuen [76, Lemma 6.2] proved that every sequence of mixed states in
statePSPACE0 is polyL-explicit. The general case follows by the triangle inequality.

We remark that [76, Lemma 6.2] generalizes and simplifies previous work of the author
and Yuen [88, Section 5]. The high-level idea behind the proof is that tomography of states
in statePSPACE0 can be done in BQPSPACE, and BQPSPACE = PSPACE [101]. The proof
of BQPSPACE = PSPACE relies on the assumption that the gates used in Definition 5.1.3
have algebraic entries, which is why we imposed this requirement.

5.1.3 Quantum interactive protocols

Since in quantum computing the standard model of computation is the quantum circuit
model (rather than quantum Turing machines), we model the verifier in a quantum interac-
tive protocol as a sequence of verifier circuits, one for each input length. A verifier circuit
is itself a tuple of quantum circuits that correspond to the operations performed by the
verifier in each round of the protocol. Below we describe this more formally.

The case where the verifier sends the first message is illustrated in Fig. 14. For a register
A let D(A) denote the set of density matrices on A. A 2r-message quantum verifier circuit

1As of this writing the ε term is omitted from [76, Theorem 6.1], but inspection of their proof reveals
that this omission is an error.
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C1

P1
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P2
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W0 W1 W2 Wr−1 Wr

Q0 Q1 Q2 Qr−2 Qr−1 Qr

M1 M2 M3 M4 M2r−3 M2r−2 M2r−1 M2r

Wr+1

Z

S

Figure 14: Generic quantum interactive protocol.

C = (Cj)j∈[r+1] is a tuple of general quantum circuits, where C1 : D(W0)→ D(W1M1), and
Cj : D(Wj−1M2j−2) → D(WjM2j−1) for 2 ≤ j ≤ r, and Cr+1 : D(WrM2r) → D(ZWr+1S).
A quantum prover P for such a verifier circuit C is a tuple of quantum channels (Pj)j∈[r]
where Pj : D(Qj−1M2j−1) → D(QjM2j). We think of Wj (resp. Qj) as the verifier’s (resp.
prover’s) private memory at a given time, and we think of Mj as the j’th message. At the
end of the protocol, the verifier produces a one-qubit register Z indicating whether to accept
or reject, and a register S containing an output state.

Let x denote a string whose length is at most the number of qubits in W0. We write
C(x)⇆P to denote the interaction between the verifier circuit C and the prover P on input
x, which means applying the channels Cj and Pj as pictured in Fig. 14 to the initial state
|x, 0 . . . 0⟩W0

|0 . . . 0⟩Q0
. We say that C(x)⇆P accepts (resp. rejects) if measuring Z in the

standard basis yields the outcome 1 (resp. 0). If C(x)⇆P accepts with nonzero probability,
then by the output of C(x)⇆P conditioned on accepting we mean the reduced state in S
conditioned on C(x)⇆P accepting. In other words if ρ denotes the output of Cr+1, then
the output state conditioned on accepting is

trWr+1

(
⟨1|Zρ|1⟩Z

tr(⟨1|Zρ|1⟩Z)

)
.

By dilating we can assume without loss of generality that the prover’s channels are all
unitary, i.e. Pj(A) = UjAU

†
j for some unitary Uj , and similarly for the verifier. (This is the

purpose of the registers Q0,Qr,Wr+1.) We always assume that the prover is unitary, but
only sometimes assume that the verifier is unitary.

We can model interactions in which the prover sends the first (nontrivial) message by
requiring M1 to only convey the input string x that was in W0. In this case there are only
2r − 1 (nontrivial) messages.

We say that a sequence of quantum verifier circuits (Vn)n is uniform if the total number
gates in all circuits in Vn is poly(n), and the descriptions of the circuits in Vn can be
computed in poly(n) time as a function of n. For m : N → N, an m-message quantum
verifier is a uniform sequence V = (Vn)n of quantum verifier circuits where Vn defines a
protocol with m(n) messages. These m(n) messages include messages sent by both the
verifier and prover, and do not include the trivial first message sent by the verifier if m(n)
is odd.

5.1.4 The class QIP(3)

The class QIP is the standard quantum analogue of the complexity class IP. For our purposes
we will only need to define the three-message version of QIP, known as QIP(3). Below we
abbreviate V|x|(x)⇆P by V (x)⇆P .
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Definition 5.1.7 (QIP(3)). For ε : N → [0, 1], the class QIPε(3) is the set of languages
L ⊆ {0, 1}∗ for which there exists a three-message quantum verifier V = (Vn)n (with no
output state) satisfying the following conditions:

• Completeness: For all x ∈ L, there exists a quantum prover P (called an honest prover)
such that Pr(V (x)⇆P accepts) = 1.2

• Soundness: For all x /∈ L and all quantum provers P , it holds that Pr(V (x)⇆P accepts) ≤
ε(|x|).

Here the probability is over the randomness of the interaction. Define QIP(3) =
⋂
pQIP2−p(3)

where p ranges over all polynomials.

Theorem 1.4.1 ([60, 100]). QIP(3) = QIP = PSPACE.

It is straightforward to generalize the inclusion PSPACE ⊆ QIP(3) in Theorem 1.4.1
from decision problems to functions:

Corollary 5.1.8. Let f : {0, 1}∗ → {0, 1}∗ be a PSPACE-computable function such that
|f(x)| ≤ poly(|x|) for all x, and let ε be a function of the form ε(n) = exp(−poly(n)). Then
there exists a three-message quantum verifier V = (Vn)n satisfying the following conditions:

• Completeness: For all x ∈ {0, 1}∗, there exists a quantum prover P (called an honest
prover) such that Pr(V (x)⇆P accepts and outputs f(x)) = 1.

• Soundness: For all x ∈ {0, 1}∗ and all quantum provers P ,

Pr(V (x)⇆P accepts and outputs a string other than f(x)) ≤ ε(|x|).

Proof. The language L = {(x, f(x)) : x ∈ {0, 1}∗} is clearly in PSPACE, so by Theorem 1.4.1
there exists a QIPε(3) verifier VL for L. A verifier Vf for f can be described as follows. First
Vf sends the input string x to the prover. Then Vf receives a register M from the prover,
measures M in the standard basis to obtain a string y, and simulates VL on input (x, y).
(Here the prover is expected to send both y and the first nontrivial message from the
simulation of VL in the same message, so that the total number of nontrivial messages is
still three.) If VL accepts then Vf accepts and outputs y, otherwise Vf rejects.

Completeness holds because an honest prover for Vf can send y = f(x) and then simulate
an honest prover for VL. Soundness holds because conditioned on any string y ̸= f(x) that
the verifier measures in M, the probability that VL accepts is at most ε(|x|) by the soundness
of VL.

5.1.5 The classes stateQIP(m) and stateQIP

Definition 5.1.9 (stateQIP(m) and stateQIP). Let ε, δ : N → [0,∞) and m : N → N be
functions. The class stateQIPε,δ(m) is the set of mixed state sequences (ρn)n (where ρn
is on n qubits) for which there exists an m-message quantum verifier (Vn)n satisfying the
following for all sufficiently large n:

• Completeness: There exists a quantum prover P (called an honest prover) such that
Pr(Vn⇆P accepts) = 1.

2The reader may wonder whether the definition of QIP(3) here is sensitive to the assumption of perfect
completeness; it is known that if the verifier uses the universal gate set {H,CNOT , T}, then we can assume
perfect completeness without loss of generality [99, Section 4.2].
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• Soundness: For all quantum provers P such that Pr(Vn⇆P accepts) ≥ ε(n), it holds that
td(σ, ρn) ≤ δ(n) where σ denotes the output of Vn⇆P conditioned on accepting.

Here the probabilities are over the randomness of the interaction.
Finally, define

stateQIP(m) =
⋂
p,q

stateQIP 1
p
, 1
q
(m), stateQIP =

⋃
m′

stateQIP
(
m′)

where p, q,m′ range over all polynomials.

Remark. Metger and Yuen [76] fixed p to 2 in their definition of stateQIP, i.e. they considered
the class stateQIP′ =

⋃
m

⋂
q stateQIP 1

2
, 1
q
(m). However our definitions are equivalent because

statePSPACE ⊆ stateQIP(6) ⊆ stateQIP ⊆ stateQIP′ ⊆ statePSPACE,

where the first inclusion is Theorem 1.4.3, the second and third inclusions are trivial, and
the fourth inclusion was proved by Metger and Yuen [76].

5.2 Proof that statePSPACE ⊆ stateQIP(6)

In this section we use the background from Section 5.1 to prove Theorem 1.4.3, i.e. that
statePSPACE ⊆ stateQIP(6). Let (ρn)n ∈ statePSPACE and let ε(n), δ(n) = 1/poly(n);
below we prove that (ρn)n is in stateQIPε,δ(6) which establishes the theorem.

5.2.1 The protocol

Since (ρn)n is in statePSPACE there exists a sequence (σn)n ∈ statePSPACE0 such that
td(ρn, σn) ≤ δ(n)/2. By Lemma 5.1.5 there exists a sequence of pure states (|ψn⟩)n ∈
statePSPACEexp such that the reduced state on the first n qubits of |ψn⟩ equals σn. By
Lemma 5.1.6 the sequence (ψn)n is polyL-explicit, so by Lemma 5.1.2 the sequence (|ψn⟩)n
is polyL-explicit up to global phases. Therefore by Theorem 2.3.1 there exists a uniform
sequence of polynomial-size quantum circuits (An)n, making one query to a PSPACE-

computable function f , such that the reduced state on the initial qubits of Afn|0 . . . 0⟩ is
within 2−n trace distance of ψn, and furthermore (An)n does not depend on (ρn)n. Hence-
forth we will fix n and write ρ = ρn, ε = ε(n) and so on for brevity.

Let m = poly(n) be the number of qubits on which A acts. By the discussion in
Section 2.1, we can assume without loss of generality that f has a single output bit and
that the query in Af is of the form D =

∑
x∈{0,1}m(−1)f(x)|x⟩⟨x|. Write Af |0m⟩ = CD|ϕ⟩

where C is the portion of A applied after the query, and |ϕ⟩ is the state constructed by the
portion of A applied before the query.

Let t = poly(n) be a parameter to be chosen later, and for x1, . . . , xt ∈ {0, 1}m let
F (x1, . . . , xt) = (f(x1), . . . , f(xt)). Since f is PSPACE-computable, so is F . Let VF be
the three-message quantum verifier circuit for F guaranteed to exist by Corollary 5.1.8,
with soundness parameter 2−2n. As mentioned in Section 5.1.3 we can assume without loss
of generality that VF is unitary. We can also assume without loss of generality that VF
preserves the classical state |x⟩ of its input register, e.g. by defining a verifier circuit that
makes a copy of x and simulates VF on the copy.
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We assign names to certain registers associated with VF as follows. Let A be the input
register, and write A = A1 · · ·At where each Aj is an m-qubit register. Let S be the output
register (which on input x, ideally holds F (x)), and write S = S1 · · · St where each Sj is a
one-qubit register. Let Z be the one-qubit register indicating whether to accept or reject,
and let W be the register disjoint from AZS that holds the rest of the output of VF ’s final
circuit.

Procedure 5 describes a verifier circuit for constructing ρ. There are six messages in
total, because Line 4 requires four messages (including sending x to the prover) and Lines 10
and 11 each require one message.

Procedure 5 stateQIPε,δ(6) verifier circuit for ρ

1: for j ∈ [t] do construct |ϕ⟩Aj
.

2: end for
3: controlled on the classical state |x⟩A,
4: Simulate VF on input x.
5: end control
6: if a standard-basis measurement of Z outputs 0 then reject and abort.
7: end if
8: Sample k ∈ [t] uniformly at random.
9: Apply the Pauli matrix Z in Sk. ▷ Z = |0⟩⟨0| − |1⟩⟨1|

10: Send SW to the prover.
11: Receive a tm-qubit register M from the prover.
12: controlled on the classical state |x⟩A,
13: XOR x into M.
14: end control
15: for j ∈ [t]\{k} do perform the projective measurement (ϕ, I − ϕ) in Aj .
16: if the measurement outcome is I − ϕ then reject and abort.
17: end if
18: end for
19: Apply CAk

.
20: accept and return the first n qubits of Ak.

Remark. The projective measurement in Line 15 does not generalize to protocols where
multiple, adaptive invocations of the QIP(3) = PSPACE protocol are made. Therefore our
earlier version of the proof, which was based on a multiple-query state synthesis algorithm
(Theorem 1.2.2), instead used a more complicated sequence of swap tests to achieve a similar
effect [88, Section 6]. Our earlier version of the proof also used a more general soundness
amplification procedure [88, Lemma 4.4] that applies to any stateQIP protocol, but that
cannot trivially be parallelized.

5.2.2 Proof of completeness

We describe an honest prover P . On Line 4 P simulates an honest prover PF for VF . We
can assume without loss of generality that if x denotes VF ’s input string, then the final
state of PF ’s workspace includes a copy of x (e.g. by having PF make an extra copy of x at
the beginning of its computation). Write |ϕ⟩⊗t =

∑
x∈{0,1}tm αx|x⟩; then we can write the
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state of the system immediately after Line 4 as∑
x∈{0,1}tm

αx|x⟩A|F (x)⟩S|1⟩Z|x⟩M|θx⟩WQ.

Here M is a register held by P (which will later be sent to the verifier in Line 11), the
register Q denotes the remainder of P ’s private workspace, and |θx⟩ is some state.

Let k be the value chosen by the verifier in Line 8. Given the above state, clearly
applying ZSk has the same effect that applying DAk

would have, so the state of the system
after Line 10 is

DAk
·
∑

x∈{0,1}tm
αx|x⟩A|F (x)⟩S|x⟩M|θx⟩WQ

where A is held by the verifier and SMWQ is held by P .
Next P uncomputes the state |F (x)⟩S|θx⟩WQ controlled on |x⟩M, and then sends M to

the verifier in Line 11. After Line 14 the verifier holds the state

DAk
·
∑

x∈{0,1}tm
αx|x⟩A = DAk

·
⊗
j∈[t]

|ϕ⟩Aj
,

which clearly passes the subsequent measurements with probability 1.

5.2.3 Proof of soundness

It will be convenient to refer to the output register in a manner independent of the random
variable k from Line 8. To this end, let O be an m-qubit register, and imagine that the
verifier’s final action is to apply the channel Φk that acts as the identity on the system except
that Φk renames Ak as O. Fix a prover such that the verifier accepts with probability ε′ ≥ ε.
Let τ denote the state of the system at the end of the protocol, conditioned on accepting, and
let τO denote the reduced state of τ on O. Then tr>n

(
τO
)

is the output state conditioned
on accepting.

Let n′ be the number of qubits comprising |ψ⟩. By the triangle inequality, Eqs. (1.6.1)
and (1.6.2), and various definitions from Section 5.2.1, it holds that

td
(
tr>n

(
τO
)
, ρ
)
≤ td

(
tr>n

(
τO
)
, σ
)

+ td(σ, ρ) ≤ td
(
tr>n

(
τO
)
, tr>n(ψ)

)
+ δ/2 (5.2.1)

and that

td
(
tr>n

(
τO
)
, tr>n(ψ)

)
≤ td

(
tr>n′

(
τO
)
, ψ
)

≤ td
(

tr>n′
(
τO
)
, tr>n′

(
CDϕDC†

))
+ td

(
tr>n′

(
CDϕDC†

)
, ψ
)

≤ td
(
τO, CDϕDC†

)
+ 2−n ≤

√
tr(τ · (I − CDϕDC†)O) + 2−n.

(5.2.2)

Let |φ⟩ denote the state of the system after Line 5, and let U be the unitary jointly
applied by the verifier and prover from Line 10 to Line 14. Then

ε′τ =
1

t

t∑
k=1

Φk(θk) for |θk⟩ =
⊗
j ̸=k
⟨ϕ|Aj

· CAk
UZSk⟨1|Z|φ⟩,
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where |θk⟩ is (in general) subnormalized and θk = |θk⟩⟨θk |. Let

Q =
∑

x∈{0,1}tm
xA ⊗ F (x)S,

and similarly define a matrix τ̃ as follows:

ε′τ̃ =
1

t

t∑
k=1

Φk

(
θ̃k

)
for

∣∣∣θ̃k〉 =
⊗
j ̸=k
⟨ϕ|Aj

· CAk
UZSkQ⟨1|Z|φ⟩.

We now argue that τ̃ is a close approximation of τ , using the soundness property of

VF . For k ∈ [t] it holds that
∥∥∥∣∣∣θ̃k〉− |θk⟩∥∥∥2 ≤ ∥(I −Q)⟨1|Z|φ⟩∥

2. This bound equals

the probability that if the register ASZ of |φ⟩ is measured in the standard basis, then the
measurement outcome is of the form |x⟩A|y⟩S|1⟩Z where y ̸= F (x). Conditioning on x
and applying the soundness of VF shows that this event has probability at most 2−2n, so∥∥∥∣∣∣θ̃k〉− |θk⟩∥∥∥ ≤ 2−n. Therefore by the triangle inequality,

ε′∥τ̃ − τ∥1 ≤
1

t

t∑
k=1

∥∥∥∣∣∣θ̃k〉〈θ̃k∣∣∣− |θk⟩⟨θk |∥∥∥
1

≤ 1

t

t∑
k=1

(∥∥∥(∣∣∣θ̃k〉− |θk⟩)〈θ̃k∣∣∣∥∥∥
1

+
∥∥∥|θk⟩(〈θ̃k∣∣∣− ⟨θk |)∥∥∥

1

)
≤ 1

t

t∑
k=1

(
2−n

∥∥∥∣∣∣θ̃k〉∥∥∥+ 2−n
)
≤ 2−n

(
1 + 2−n

)
+ 2−n ≤ exp(−Ω(n)).

Since ε′ ≥ ε ≥ 1/poly(n) it follows that ∥τ̃ − τ∥1 ≤ exp(−Ω(n)).
Let P = (I − CDϕDC†)O. Since P is an orthogonal projection,

tr(τP ) ≤ tr(τ̃P ) +
∥τ̃ − τ∥1

2
≤ tr(τ̃P ) + exp(−Ω(n)). (5.2.3)

By reasoning similar to that in Section 5.2.2, it holds that UZSkQ = UDAk
Q = DAk

UQ, so
defining the subnormalized vector |φ′⟩ = UQ⟨1|Z|φ⟩ it holds that∣∣∣θ̃k〉 =

⊗
j ̸=k
⟨ϕ|Aj

· (CD)Ak

∣∣φ′〉.
Therefore since trace is linear,

ε′ tr(τ̃P ) =
1

t

t∑
k=1

tr
(

Φk

(
θ̃k

)
P
)

=
1

t

t∑
k=1

tr
(
θ̃k · (I − CDϕDC†)Ak

)

=
1

t
tr

φ′ ·
t∑

k=1

⊗
j ̸=k

ϕj ⊗ (I − ϕk)

 ≤ 1

t
tr
(
φ′) ≤ 1

t
,

where we used that
∑t

k=1

⊗
j ̸=k ϕj ⊗ (I − ϕk) is an orthogonal projection. Since ε′ ≥ ε it
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follows that
tr(τ̃P ) ≤ 1/(εt). (5.2.4)

Choose t =
⌈
16/
(
εδ2
)⌉
≤ poly(n). Then for all sufficiently large n, it follows from

Eqs. (5.2.1) to (5.2.4) that

td
(
tr>n

(
τO
)
, ρ
)
≤
√

1

εt
+ exp(−Ω(n)) + 2−n + δ/2 ≤ 2√

εt
+
δ

2
≤ δ

as desired.

5.3 Interactive unitary synthesis

We define the following classes, where by space-uniform sequences of unitary quantum
circuits, we mean sequences of circuits like those in Definition 5.1.3 except with only unitary
gates.

Definition 5.3.1 (unitaryPSPACE). The class unitaryPSPACE consists of all space-uniform
sequences (Un)n of unitary quantum circuits such that each Un acts on n qubits.

Our definition of unitaryPSPACE does not allow any error in the circuit, making it more
analogous to statePSPACE0 than it is to statePSPACE. This is just for convenience, and the
definition can easily be generalized to allow some error as Bostanci et al. [24] do in followup
work.3

Definition 5.3.2 (unitaryQIP(m) and unitaryQIP). Let ε, δ : N → [0,∞) and m : N → N
be functions. The class unitaryQIPε,δ(m) is the set of unitary sequences (Un)n (where Un
acts on n qubits) for which there exists an m-message quantum verifier (Vn)n satisfying the
following for all sufficiently large n:

• Completeness: There exists a quantum prover P (called an honest prover) such that for
all n-qubit states |ψ⟩, it holds that Pr(Vn(|ψ⟩)⇆P accepts) = 1.

• Soundness: For all quantum provers P and n-qubit states |ψ⟩ such that Pr(Vn(|ψ⟩)⇆P accepts) ≥
ε(n), it holds that td(σ, UnψU

†
n) ≤ δ(n) where σ denotes the output of Vn⇆P conditioned

on accepting.

Here the probabilities are over the randomness of the interaction.
Finally, define

unitaryQIP(m) =
⋂
p,q

stateQIP 1
p
, 1
q
(m), stateQIP =

⋃
m′

stateQIP
(
m′)

where p, q,m′ range over all polynomials.

In this section we present our unitary synthesis protocol for unitaries in unitaryPSPACE
with polynomial action, i.e. Theorem 1.4.5, and for unitaries in unitaryPSPACE when the
verifier also receives a succinct description of a polynomial-dimensional subspace that con-
tains the input state, i.e. Corollary 1.4.6.

When we define an algorithm whose output is a real number, the output is implicitly
to poly(n) bits of precision (relative to the implicit parameter n). We define Dm to be

3Bostanci et al. [24]’s definition differs from ours in some other ways as well.
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the set of integer multiples of 2−m in the interval [0, 1). The uniformly mixed state is
the state 2−nIn, and can be constructed by sampling a uniform random string x, since
2−n

∑
x∈{0,1}n |x⟩⟨x| = 2−nI.

5.3.1 Protocol for unitaries with polynomial action

Our unitary synthesis protocol is based on the following algorithm, which we denote LMR

after Lloyd, Mohseni, and Rebentrost who formulated it [72].

Theorem 5.3.3 ([72, 66]). There exists a quantum polynomial-time algorithm LMR that
takes as input a state τ ⊗ ρ⊗k ⊗ |t⟩⟨t|, where τ and ρ are n-qubit mixed states and t ≥ 0,
and outputs an n-qubit mixed state σ such that

td(σ, WτW †) ≤ O(t2/k) for W = exp(2πi · t · ρ).

We introduce the following notation related to Theorem 5.3.3. If U is a unitary acting
on n qubits, then for t, ε ≥ 0 we call an n-qubit mixed state ρ a program state for U with
evolution time t and error ε if for all n-qubit states |ϕ⟩,

td
(
UϕU †, WϕW †

)
≤ ε for W = exp(2πi · t · ρ).

For example, if

U =
2n∑
j=1

e2πiθj |vj⟩⟨vj | (5.3.1)

is an eigendecomposition of U where 0 ≤ θj < 1 for all j, then for

t =
∑
j

θj , ρ =
1

t

∑
j

θj |vj⟩⟨vj | (5.3.2)

the state ρ is a program state for U with evolution time t and error 0 (if t > 0). We call ρ
and t respectively the canonical program state for U and the canonical evolution time for
U , and note that ρ and t do not depend on the chosen eigendecomposition of U .

Observe that if U has action a (i.e. U acts nontrivially on a subspace of dimension a)
then the canonical evolution time for U is at most a, because

t =
∑
j

θj ≤
∑
j

⌈θj⌉ = a.

Therefore the following theorem implies that unitary sequences in unitaryPSPACE with
polynomial action are in unitaryQIP(6):

Theorem 5.3.4 (formal, more general version of Theorem 1.4.5). Let (Un)n ∈ unitaryPSPACE
be a sequence of unitaries such that Un has canonical evolution time at most poly(n) for all
n. Then (Un)n is in unitaryQIP(6).

In the rest of this subsection we prove Theorem 5.3.4. Our proof uses the following
lemma:

Lemma 5.3.5. Let (Un)n ∈ unitaryPSPACE. Then there exists
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• a PSPACE-computable function f such that 0 ≤ f(1n) ≤ 2n and f(1n) ≤ tn + e−Ω(n),
where tn is the canonical evolution time for Un,

• a sequence (ρn)n ∈ statePSPACE,

such that for all n the state ρn is a program state for Un with evolution time f(1n) and
error e−Ω(n).

Our unitary synthesis protocol prepares copies of ρn and computes f(1n) (for ρn, f
as defined in Lemma 5.3.5) using our state synthesis protocol, and then applies the LMR

algorithm. First we prove Lemma 5.3.5 in a certain special case (explained below), then we
prove Lemma 5.3.5 in the general case by reducing to the special case, and finally we prove
Theorem 5.3.4 using Lemma 5.3.5.

A “problem” with the definitions of ρ and t in (5.3.2) is that they are sensitive to
small perturbations in the unitary U from (5.3.1). For example, if θj = 0 for some j, then
an arbitrarily small perturbation to the j’th eigenvalue of U could change θj to near 1.
Furthermore ρ is undefined when t = 0, and is sensitive to a slight increase in any of the
θj when t is near zero. Motivated by these concerns, we define a notion of stability of a
unitary, and first prove Lemma 5.3.5 in the case where Un is stable for all n.

Definition 5.3.6 (Stability of unitaries). An n-qubit unitary U is stable if all of its eigen-
values are of the form e2πiθ where 2−3n ≤ θ ≤ 1− 2−3n.

The following equivalent definition of stability will sometimes be more convenient to
work with. Define a metric ∆ on the real numbers as follows:

∆(r, s) = min
k∈Z
|r − s+ k| = min(r − s− ⌊r − s⌋, ⌈r − s⌉ − (r − s)) .

Intuitively, this corresponds to mapping the real line to the unit circle by identifying all
integer points with each other, and measuring the distance between two points on the
resulting 1-dimensional torus. Thus, an n-qubt unitary U is stable if all of its eigenvalues
are of the form e2πiθ where ∆(θ, 0) ≥ 2−3n.

Remark. Our original proof [88] of statePSPACE ⊆ stateQIP applied only to sequences of
pure states in statePSPACE, whereas in Section 5.2 we used the closure of statePSPACE
under purification [76] (Lemma 5.1.5) to show that this also holds for mixed states. The
following proof is a simplified version of our original proof, based on this observation.

Proof of Lemma 5.3.5 when Un is stable

The proof is organized as follows. First we review the well-known phase estimation algo-
rithm. Then, using the phase estimation algorithm, we define and analyze a sequence of
quantum circuits (Cn)n which are used to define both (ρn)n and f . More specifically, we
define ρn as the output state of Cn when Cn accepts, and f(1n) as 2n times a PSPACE-
computable approximation of the acceptance probability of Cn. Then we prove that (ρn)n
is in statePSPACE. Finally we prove that f satisfies the required properties.

The phase estimation algorithm. For an n-qubit unitary U and number m ∈ N, we
denote by PE(U,m) the instance of the phase estimation algorithm that acts on an n-qubit
register A (the “eigenvector register”) and an m-qubit register B (the “eigenvalue register”)
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and makes oracle calls to UA controlled on the content of B. If |v⟩ is an eigenvector of U
with eigenvalue e2πiθ, then

PE(U,m)|v⟩A|0
m⟩B = |v⟩A|η⟩B

for some state |η⟩ (depending on |v⟩, U,m), such that if r ∈ Dm denotes the outcome of a
standard-basis measurement of |η⟩ then

Pr(∆(r, θ) ≥ ε) ≤ O
(
2−m/ε

)
(5.3.3)

for all ε > 0 [80, Chapter 5]. Let m(n) = 9n and Pn = PE(Un,m(n)). Since (Un)n is space-
uniform, the sequence (Pn)n is also space-uniform, as can be seen by inspection of the phase
estimation algorithm.

Procedure 6 The circuit Cn

1: Initialize an n-qubit register A to the uniformly mixed state 2−nI.
2: Initialize an m(n)-qubit register C to

∣∣0m(n)
〉
, and apply the phase estimation circuit

Pn with eigenvector register A and eigenvalue register C.
3: Create a one-qubit register D, and controlled on the state |r⟩ of C where r ∈ Dm(n),

construct the state
√
r|0⟩+

√
1− r|1⟩ in D.

4: Measure D in the standard basis. If the measurement outcome is 0 then accept and
output A, otherwise reject.

The circuit Cn and its properties. The circuit Cn is described in Procedure 6; clearly
(Cn)n is space-uniform. For a fixed n ∈ N, when analyzing Cn we use the following notation.
Let

Un =
2n∑
j=1

e2πiθj |vj⟩⟨vj |

be an eigendecomposition of Un where 2−3n ≤ θj < 1−2−3n for all j. (The phases e2πiθj and
eigenvectors |vj⟩ depend on n, but for notational clarity we leave this dependence implicit.)
Let t =

∑
j θj denote the canonical evolution time for Un, and let |ηj⟩ =

∑
r∈Dm(n)

αjr |r⟩
be the m(n)-qubit state such that

Pn|vj⟩
∣∣∣0m(n)

〉
= |vj⟩|ηj⟩ .

The state after Line 2 is 2−n
∑

j vj ⊗ ηj , so the state after Line 3 is

2−n
∑
j

vj ⊗

(∑
r

αjr|r⟩
(√
r|0⟩+

√
1− r|1⟩

))(∑
r

α∗
jr⟨r|

(√
r⟨0|+

√
1− r⟨1|

))
.

Define

θ̃j =
∑

r∈Dm(n)

|αjr|2 r, t̃ =
∑
j

θ̃j .
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Then
Pr(Cn accepts) = 2−n · t̃, (5.3.4)

and when accepting Cn outputs the state

ρ =
1

t̃

∑
j

θ̃j · vj .

Now we argue that ∣∣∣θ̃j − θj∣∣∣ ≤ 2−4n (5.3.5)

for all j, provided n is sufficiently large. Let ε = 1
2 · 2

−4n. If r denotes the outcome of a
standard-basis measurement of |ηj⟩, then∣∣∣θ̃j − θj∣∣∣ = |E[r]− θj | = |E[r − θj ]| ≤ E|r − θj |

= E[|r − θj | · 1|r−θj |≤ε] + E[|r − θj | · 1|r−θj |>ε]
≤ ε+ Pr(|r − θj | > ε) = ε+ Pr(∆(r, θj) > ε),

where the last equality holds because Un is stable and ε < 2−3n. By (5.3.3) it follows that∣∣∣θ̃j − θj∣∣∣ ≤ ε+O
(

2−m(n)/ε
)

= ε+O
(
2−5n

)
≤ 2ε,

which establishes (5.3.5).

Proof that (ρn)n is in statePSPACE. Let σn denote the output state of the general
quantum circuit Dn described in Procedure 7, and let ℓ(n) = 24n. Observe that (Dn)n is
space-uniform. Clearly

σn = Pr(Cn rejects)ℓ(n) · |0 . . . 0⟩⟨0 . . . 0|+
(

1− Pr(Cn rejects)ℓ(n)
)
· ρn,

so by (5.3.4),

td(σn, ρn) ≤ Pr(Cn rejects)ℓ(n)(0 . . . 0, ρn) ≤
(
1− 2−nt̃

)ℓ(n) ≤ exp
(
−2−n · t̃ · ℓ(n)

)
= exp

(
−23n · t̃

)
.

By (5.3.5) and the fact that Un is stable,

t̃ =
∑
j

θ̃j =
∑
j

(
θj −

(
θj − θ̃j

))
≥
∑
j

(2−3n − 2−4n) ≥ Ω(2−2n), (5.3.6)

so td(σn, ψn) ≤ exp(−Ω(2n)) ≤ exp
(
−nω(1)

)
as desired.

The function f and its properties. Let C ′
n be identical to Cn except that C ′

n only out-
puts an accept/reject bit (as opposed to also outputting the register A). Then (C ′

n|0 . . . 0⟩)n
is in statePSPACE0, so by Lemma 5.1.6 and (5.3.4) there exists a PSPACE-computable func-
tion g such that for all n ∈ N it holds that 0 ≤ g(1n) ≤ 1 and∣∣g(1n)− 2−nt̃

∣∣ ≤ 2−4n.



CHAPTER 5. INTERACTIVE STATE AND UNITARY SYNTHESIS 88

Procedure 7 The circuit Dn

1: for 24n times do
2: Execute Cn.
3: if Cn accepts then return the output state of Cn and abort. end if
4: end for
5: return |0 . . . 0⟩.

Let f(1n) = 2ng(1n), and observe that f is computable in PSPACE (since g is) and that∣∣f(1n)− t̃
∣∣ = 2n

∣∣g(1n)− 2−nt̃
∣∣ ≤ 2−3n . (5.3.7)

By (5.3.5), (5.3.7) and the triangle inequality,

|f(1n)− t| ≤
∣∣f(1n)− t̃

∣∣+
∣∣t̃− t∣∣ ≤ 2−3n +

∑
j

∣∣∣θ̃j − θj∣∣∣ ≤ 2−3n + 2n · 2−4n = 2 · 2−3n,

so f(1n) ≤ t+ e−Ω(n) as required.
Fixing n, all that remains is to prove that ρ is a program state for U = Un with evolution

time f = f(1n) and error e−Ω(n). In other words, given an arbitrary n-qubit state |ϕ⟩, we
would like to prove that

td
(
UϕU †, ŨϕŨ †

)
≤ e−Ω(n) (5.3.8)

for
Ũ = exp(2πi · f · ρ) =

∑
j

exp
(

2πi · fθ̃j/t̃
)
|vj⟩⟨vj | .

By (1.6.3),

td
(
UϕU †, ŨϕŨ †

)
≤
∥∥∥U |ϕ⟩ − Ũ |ϕ⟩∥∥∥ ≤ ∥∥∥U − Ũ∥∥∥.

Since |v1⟩, . . . , |v2n ⟩ are orthogonal and the operator norm equals the largest singular value,

∥∥∥U − Ũ∥∥∥ =

∥∥∥∥∥∥
∑
j

(
exp(2πi · θj)− exp

(
2πi · fθ̃j/t̃

))
|vj⟩⟨vj |

∥∥∥∥∥∥
= max

j

∣∣∣exp(2πi · θj)− exp
(

2πi · fθ̃j/t̃
)∣∣∣

≤ 2πmax
j

∣∣∣θj − fθ̃j/t̃∣∣∣,
where the last inequality holds because

∣∣eia − eib∣∣ =
√

2− 2 cos(a− b) ≤ |a − b| for all
a, b ∈ R. Finally, for all j,∣∣∣∣∣θj − fθ̃j

t̃

∣∣∣∣∣ =

∣∣∣∣∣∣
θj
(
t̃− f

)
+ f

(
θj − θ̃j

)
t̃

∣∣∣∣∣∣ ≤
θj
∣∣t̃− f ∣∣+ f

∣∣∣θj − θ̃j∣∣∣∣∣t̃∣∣ ≤

∣∣t̃− f ∣∣+ 2n
∣∣∣θj − θ̃j∣∣∣∣∣t̃∣∣ ,
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and by (5.3.5), (5.3.6), (5.3.7) it holds that∣∣t̃− f ∣∣+ 2n
∣∣∣θj − θ̃j∣∣∣∣∣t̃∣∣ ≤ O

(
2−3n + 2n · 2−4n

2−2n

)
≤ e−Ω(n)

from which (5.3.8) follows.

Proof of Lemma 5.3.5 in the general case

Again, given n let Un =
∑2n

j=1 e
2πiθj |vj⟩⟨vj | be an eigendecomposition of Un where 0 ≤ θj < 1

for all j. We now consider the case where Un may not be stable for all n. To remedy this,
we reduce to the stable case via the following claim:

Claim 5.3.7. There exists a PSPACE-computable function ϕ such that for all n ∈ N it holds
that 0 ≤ ϕ(1n) ≤ O(2−2n) and the unitary e2πiϕ(1

n)Un is stable.

First we prove Lemma 5.3.5 assuming Claim 5.3.7, and then we prove Claim 5.3.7.

Proof of Lemma 5.3.5 assuming Claim 5.3.7. Let U ′
n = e2πiϕ(1

n)Un. The family (U ′
n)n is

space-uniform, because (Un)n is space-uniform and ϕ(1n) is PSPACE-computable.4 Since
U ′
n is furthermore stable for all n, by the special case of Lemma 5.3.5 proved above there

exists

• a PSPACE-computable function f such that 0 ≤ f(1n) ≤ 2n and f(1n) ≤ t′n + e−Ω(n),
where t′n is the canonical evolution time for U ′

n,

• a sequence (|ρn⟩)n ∈ statePSPACE,

such that for all n the state ρn is a program state for U ′
n with evolution time f(1n) and

error e−Ω(n). Since U ′
n and Un differ only by a global phase, the state ρn is also a program

state for Un with evolution time f(1n) and error e−Ω(n). Finally, letting tn =
∑

j θj denote
the canonical evolution time for Un, we have

t′n =
∑
j

(θj+ϕ(1n)−⌈θj+ϕ(1n)⌉) ≤
∑
j

(θj+ϕ(1n)) =
∑
j

θj+2n ·ϕ(1n) ≤ tn+2n ·O
(
2−2n

)
,

so f(1n) ≤ t′n + e−Ω(n) ≤ tn + e−Ω(n) as desired.

Now we prove Claim 5.3.7. The function ϕ is defined relative to the circuit En described
in Procedure 8. Here, (Pn)n denotes the family of phase estimation circuits (like described in
the proof of the stable case of Lemma 5.3.5), where the eigenvalue register has m(n) qubits
for a sufficiently large polynomial m to be specified later. Given an implicit parameter n,
let δ = 2−3n and ε = 2 · 2−3n.

Let 2−n
∑

j vj⊗ηj denote the state of the circuit after Line 2 (where |vj⟩, |ηj⟩ are defined
as in the analysis of Procedure 6). Let sj ∈ Dm(n) denote the outcome of a standard-basis
measurement of |ηj⟩; then

Pr(En(r) rejects) = Ej∼[2n]Pr(∆(sj ,−r) ≤ ε) .
4Technically, the phase exp(−2πiϕ(1n)) may not be implementable exactly using our assumed gate set;

however it can be approximated with exponentially small error that does not alter the analysis. For clarity
we assume that the phase exp(−2πiϕ(1n)) can be implemented exactly.



CHAPTER 5. INTERACTIVE STATE AND UNITARY SYNTHESIS 90

Procedure 8 The circuit En

Input: r ∈ Dm(n)

1: Initialize an n-qubit registers A to the uniformly mixed state 2−nI.
2: Initialize an m(n)-qubit register C to

∣∣0m(n)
〉
, and apply the phase estimation circuit

Pn with eigenvector register A and eigenvalue register C.
3: Measure C in the standard basis, and let s ∈ Dm(n) denote the measurement outcome.
4: If ∆(s,−r) > ε then accept, otherwise reject.

Since (Pn)n is space-uniform, the sequence (En|0 . . . 0⟩)n is in statePSPACE0, so by Lemma 5.1.6
and the above equality there exists a PSPACE-computable function h such that for all
n ∈ N, r ∈ Dm(n) it holds that 0 ≤ h(1n, r) ≤ 1 and∣∣h(1n, r)− Ej∼[2n]Pr(∆(sj ,−r) ≤ ε)

∣∣ < 2−2n. (5.3.9)

Define
ϕ(1n) = min

{
r ∈ Dm(n) : h(1n, r) < 2 · 2−2n

}
. (5.3.10)

(It is not immediately clear that ϕ(1n) is well defined, i.e. that there exists r ∈ Dm(n) such
that h(1n, r) < 2 · 2−2n, but we will see that this is the case.)

First we prove that ϕ(1n) is well defined, at most 9 · 2−2n, and PSPACE-computable,
and then we prove that U ′

n = e2πiϕ(1
n)Un is stable, thus establishing Claim 5.3.7.

Proof that ϕ(1n) is well-defined, at most 9 · 2−2n, and PSPACE-computable. We first show
by a counting argument that there exists an r ∈ Dm(n) such that r ≤ 9 · 2−2n and
∆(θj ,−r) > 2ε for all j. This holds because on the one hand, we have∣∣{r ∈ Dm(n) | r ≤ 9 · 2−2n

}∣∣ ≥ 9 · 2m(n)−2n .

On the other hand, we have

∣∣{r ∈ Dm(n) | ∃j : ∆(θj ,−r) ≤ 2ε
}∣∣ ≤ 2n∑

j=1

∣∣{r ∈ Dm(n) | ∆(θj ,−r) ≤ 2ε
}∣∣

≤
2n∑
j=1

(
2 · 2ε · 2m(n) + 1

)
= 8 · 2m(n)−2n + 2n < 9 · 2m(n)−2n,

where in the last inequality we take m to be a sufficiently large polynomial. This implies
the existence of such an r.

We now prove that h(1n, r) < 2 · 2−2n, which implies that ϕ(1n) is well defined and at
most 9 · 2−2n as required. By (5.3.9) it holds that

h(1n, r) < Ej∼[2n]Pr(∆(sj ,−r) ≤ ε) + 2−2n,

so it suffices to prove that Pr(∆(sj ,−r) ≤ ε) < 2−2n for all j. By the definition of r and
the triangle inequality for ∆, the event ∆(sj ,−r) ≤ ε implies the event

2ε < ∆(θj ,−r) ≤ ∆(θj , sj) + ∆(sj ,−r) ≤ ∆(θj , sj) + ε,
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i.e. ∆(θj , sj) > ε. So by (5.3.3),

Pr(∆(sj ,−r) ≤ ε) ≤ Pr(∆(θj , sj) > ε) ≤ O
(

2−m(n)/ε
)
< 2−2n,

where the last inequality follows by taking m to be a sufficiently large polynomial.
Finally, since h is PSPACE-computable, ϕ is as well.

Proof that U ′
n is stable. Since U ′

n has eigenvalues exp(2πi(θj + ϕ(1n))), the condition that
U ′
n is stable is equivalent to the condition that ∆(θj + ϕ(1n), 0) ≥ δ for all j ∈ [2n], which

in turn is equivalent to ∆(θj ,−ϕ(1n)) ≥ δ for all j. Suppose for contradiction that there
exists a j∗ such that ∆(θj∗ ,−ϕ(1n)) < δ. By the definitions of h and ϕ(1n) (i.e. (5.3.9) and
(5.3.10)), we have

Pr(∆(sj∗ ,−ϕ(1n)) ≤ ε) ≤ 2n Ej∼[2n]Pr(∆(sj ,−ϕ(1n)) ≤ ε) ≤ 2n
(
2−2n + h(1n, ϕ(1n))

)
≤ 2n

(
2−2n + 2 · 2−2n

)
= e−Ω(n).

On the other hand,

Pr(∆(sj∗ ,−ϕ(1n)) > ε) ≤ Pr(∆(sj∗ , θj∗) + ∆(θj∗ ,−ϕ(1n)) > ε) ≤ Pr(∆(sj∗ , θj∗) > ε− δ)

= Pr(∆(sj∗ , θj∗) > 2−3n) ≤ O
(

2−m(n)+3n
)
≤ e−Ω(n),

where the first inequality is by the triangle inequality for ∆, the second is by the definition
of j∗, the third is by the definitions of δ and ε, the fourth is by (5.3.3), and the last is by
taking m to be a sufficiently large polynomial. Therefore

1 = Pr(∆(sj∗ ,−ϕ(1n)) ≤ ε) + Pr(∆(sj∗ ,−ϕ(1n)) > ε) ≤ e−Ω(n),

which gives the desired contradiction.

Proof of Theorem 5.3.4

By Lemma 5.3.5 and the fact that Un has canonical evolution time at most poly(n), there
exists

• a PSPACE-computable function f such that 0 ≤ f(1n) ≤ poly(n) for all n, and

• a sequence (ρn)n ∈ statePSPACE,

such that for all n the state ρn is a program state for Un with evolution time f(1n) and
error e−Ω(n).

Let ε, δ = 1/poly(n); we will prove that (Un)n ∈ unitaryQIPε,δ(6), establishing the
theorem. Let k be a sufficiently large polynomial to be chosen later, and let

φn = ρ⊗k(n)n ⊗ |f(1n)⟩⟨f(1n)|.

It is easy to see that (φn)n ∈ statePSPACE, so by Theorem 1.4.3 there exists a stateQIPε,δ/2(6)
verifier (Vn)n for (φn)n. The following describes a unitaryQIPε,δ(6) verifier for (Un)n, as ap-
plied to an n-qubit input state |θ⟩: Simulate Vn, if Vn rejects then reject, and if Vn accepts
and outputs a state σ then accept and output LMR(θ, σ). This verifier runs in polynomial
time because V and LMR do.
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Completeness holds because a prover that simulates an honest prover for V is accepted
with probability 1. Now we prove soundness, assuming for simplicity that n is sufficiently
large. Consider an arbitrary prover (which may depend on the verifier’s n-qubit input state
|θ⟩) such that the verifier accepts with probability at least ε. By the definition of Vn, this
means that the output state σ of Vn satisfies td(σ, φ) ≤ δ/2 for φ = φn. Write f = f(1n)
and ρ = ρn, and let W = exp(2πi · f · ρ). By the triangle inequality,

td
(
LMR(θ, σ), UθU †

)
≤ td(LMR(θ, σ), LMR(θ, φ)) td

(
LMR(θ, φ),WθW †

)
+ td

(
WθW †, UθU †

)
,

by (1.6.1)
td(LMR(θ, σ), LMR(θ, φ)) ≤ td(σ, φ) ≤ δ/2,

by the definition of φ and Theorem 5.3.3

td
(
LMR(θ, φ),WθW †

)
= td

(
LMR(θ, ρ⊗k, f),WθW †

)
≤ O(f2/k),

and since ρ is a program state for U with evolution time f and error e−Ω(n)

td
(
WθW †, UθU †

)
≤ e−Ω(n).

It follows that
td
(
LMR(θ, σ), UθU †

)
≤ δ/2 +O(f2/k) + e−Ω(n),

and since f ≤ poly(n) there exists a polynomial k such that this bound is at most δ.

5.3.2 Protocol for general unitaries, but with restricted inputs

Let U = (Un)n denote a sequence of quantum circuits in unitaryPSPACE, not necessarily
with polynomial action (i.e. the unitaries can act nontrivially on the entire Hilbert space).
We argue that there is a unitaryQIP protocol for U provided that the verifier also receives as
input a succinct description of a polynomial-dimensional subspace S that contains the input
state. By succinct description, we mean that there is a polynomial-space Turing machine
M that on input 1n, outputs the description of a polynomial-space quantum circuit R that
on input |0⟩⊗ |ϕ⟩ outputs |0⟩⊗ (I −ΠS)|ϕ⟩+ |1⟩⊗ΠS |ϕ⟩ (for all n-qubit states |ϕ⟩) where
ΠS is the projection onto S. In other words, the Turing machine M succinctly describes a
circuit R that “recognizes” states from the subspace S.

The protocol for applying U essentially reduces to using the protocol for polynomial-
action unitary families from Section 5.3.1. Consider an input (1n, |ϕ⟩,M), where |ϕ⟩ is an
n-qubit state and M is a succinct description of a polynomial-space quantum circuit R that
recognizes a polynomial-dimensional subspace S that contains |ϕ⟩. Let S′ be the (n + 1)-
qubit subspace spanned by |φ⟩|0⟩ for |φ⟩ in S, and by |φ⟩|1⟩ for |φ⟩ in the subspace UnS. Let

V be the (n+ 1)-qubit unitary defined by V |φ⟩|0⟩ = Un|φ⟩⊗ |1⟩ and V |φ⟩|1⟩ = U †
n|φ⟩⊗ |0⟩

(for all n-qubit states |φ⟩) and observe that S′ is closed under action by V . Furthermore,
since R and Un are polynomial-space quantum circuits, there clearly exists a polynomial-
space quantum circuit R′ that recognizes S′. The verifier can run the protocol to synthesize
the unitary V (on an input in S′) which acts as Un ⊗ I on the subspace S ⊗ |0⟩. The key
to this reduction is to show that the program state corresponding to the unitary V can be
generated in quantum polynomial space. We sketch an argument below.

The same phase-estimation-based approach can be used, except before applying phase
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estimation to the n-qubit uniformly mixed state 2−nI, an ancilla |0⟩ qubit is adjoined and
the polynomial-space circuit R′ is run on the first n+ 1 qubits of |0⟩⊗2−nI. Then, the first
qubit is measured and the circuit post-selects on it being in the state |1⟩. In other words,
the uniformly mixed state 2−nI is projected to be supported only on the subspace S′, and
the resulting entangled state is

1

dimS′

∑
k

|wk⟩⟨wk |

where {|wk⟩} is a basis for the subspace S′ in which V is diagonal (i.e. they are eigenvectors
of V ). All other steps of Procedure 6, Procedure 7, and Procedure 8 are the same. Thus,
the resulting program states represent the unitary V restricted to the subspace S′, and
thus are program states for V . These program states can be generated in polynomial space
because the post-selection probability of projecting 2−nI to 1

dimS′
∑

k|wk⟩⟨wk | is at least
2−n (assuming that the subspace S is at least one-dimensional).

5.4 Multiple entangled provers

The class QMIP is defined analogously to QIP, but with multiple provers who may share
arbitrarily many entangled qubits, and similarly for the m-message variant QMIP(m). The
following theorem characterizes this class:

Theorem 1.4.2 ([62, 84]). QMIP = MIP∗ = RE.

Similarly, we define classes stateQMIP and unitaryQMIP analogously to stateQIP and
unitaryQIP respectively, but with multiple provers who may share arbitrarily many entangled
qubits. We also define the following analogues of the class R of computable languages,
where by a “computable sequence of quantum circuits” we mean a sequence in which the
description of the n’th circuit can be computed as a function of n:

Definition 5.4.1 (stateR). stateR is the class of sequences of mixed states (ρn)n such that
each ρn is a state on n qubits, and for every polynomial q there exists a computable family
of general quantum circuits (Cn)n such that for all sufficiently large n, the circuit Cn takes
no inputs and Cn outputs a mixed state σ such that td(ρn, σ) ≤ 1/q(n).

Definition 5.4.2 (unitaryR). unitaryR is the class of all computable sequences (Un)n of
unitary quantum circuits such that each Un acts on n qubits.

We prove a statement identical to Theorem 1.4.3 but with stateR and stateQMIP in place
of statePSPACE and stateQIP respectively, and we also prove the converse statement:

Theorem 1.4.4. stateR = stateQMIP(6).

Proof. First we prove that stateR ⊆ stateQMIP. That is, given a state family (ρn)n in
stateR and a polynomial q, we prove that (ρn)n is in stateQMIP[1/q, 1/q]. The oracle from
Theorem 2.3.1 is computable, and hence admits a QMIP verifier by Theorem 1.4.2 and the
fact that R ⊆ RE. The rest of the proof is essentially the same as that of Theorem 1.4.3.

Now we prove that stateQMIP ⊆ stateR. Let (ρn)n ∈ stateQMIP and let p be a polyno-
mial. By the definition of stateR, it suffices to prove that there exists a computable family
of general quantum circuits (Cn)n such that for all sufficiently large n, the circuit Cn takes
no inputs and Cn outputs a mixed state σ such that td(ρn, σ) ≤ 1/p(n). The circuit Cn
does the following, where V is a stateQMIP1/2,1/p verifier:
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1. Brute force over a discretization of the set of all provers for Vn, until finding a prover P
that Vn accepts with probability at least 1/2.

2. Output the state σ produced by Vn⇆P conditioned on accepting.

Such a prover P can be found because there exists an “honest” prover that Vn accepts with
probability 1, and there exists an arbitrarily good approximation of the honest prover in the
discretization of the set of provers.5 Then td(ρn, σ) ≤ 1/p(n) by the soundness guarantee
of V .

We also prove a statement identical to Theorem 5.3.4 but with unitaryR and unitaryQMIP
in place of unitaryPSPACE and unitaryQIP respectively:

Theorem 5.4.3. Let (Un)n ∈ unitaryR be a sequence of unitaries such that Un has canonical
evolution time at most poly(n) for all n. Then (Un)n is in unitaryQMIP(6).

Proof. The proof is essentially the same as that of Theorem 5.3.4, except that the natural
analogue of Lemma 5.3.5 (i.e. with “stateR” in place of “statePSPACE” and with “com-
putable” in place of “PSPACE-computable”) holds trivially, and one should apply Theo-
rem 1.4.4 in place of Theorem 1.4.3.

5For comparison, the fact that QMIP ⊆ RE also follows by brute-forcing over a discretization of the set
of all provers. But unlike the state synthesis algorithm described above, this QMIP ⊆ RE algorithm is not
guaranteed to terminate, which is why Theorem 1.4.4 is not directly analogous to Theorem 1.4.2.
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Low-depth quantum circuit
implementations of basic tasks

In Appendix A.1 we show that QNC1 circuits can efficiently simulate QAC0
f circuits, and in

Appendix A.2 we show that QAC0
f circuits can efficiently perform certain operations that

we take for granted in QNC circuits.

A.1 QNC simulation of QACf circuits

Recall that n-qubit restricted fanout maps
∣∣b, 0n−1

〉
to |bn⟩ for b ∈ {0, 1}.

Lemma A.1.1 (Green et al. [49]). The n-qubit restricted fanout transformation can be
implemented by a size-(n − 1), depth-⌈log n⌉ circuit consisting of CNOT gates with no
ancillae.

Proof. The idea is illustrated in Fig. 15. On input
∣∣b, 0n−1

〉
where b ∈ {0, 1}, for 1 ≤

k < ⌈log n⌉ the k’th layer maps
∣∣∣b2k−1

, 0 . . . 0
〉

to
∣∣∣b2k , 0 . . . 0〉 using 2k−1 CNOT gates, and

similarly the ⌈log n⌉’th layer makes n− 2⌈logn⌉−1 additional copies of b.

Lemma 1.3.7. Every n-qubit, depth-d QACf circuit can be cleanly simulated by an O(n)-
qubit, depth-O(d log n), size-O(dn) QNC circuit.

Proof. An n-qubit generalized Toffoli gate can be cleanly simulated by a size-O(n), depth-
O(log n) QNC circuit with O(n) ancillae. This follows by simulating a log-depth DeMorgan
formula for the AND function (i.e. the circuit whose graph is a balanced binary tree of
2-bit AND gates), with one ancilla qubit allocated to store the value of each gate in the
DeMorgan formula, and uncomputing the garbage using Fig. 1. If C computes restricted

|b⟩ |b⟩

|0⟩ |b⟩

|0⟩ |b⟩

|0⟩ |b⟩ Figure 15: Four-qubit restricted fanout.
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fanout then the circuit in Fig. 1 computes fanout [49], so by Lemma A.1.1 it follows that
n-qubit fanout can also be cleanly implemented by a size-O(n), depth-O(log n) QNC circuit
with O(n) ancillae.

A general n-qubit, depth-1 QACf circuit can be written as
⊗

j Gj , where each Gj is a
kj-qubit gate such that

∑
j kj ≤ n, and if kj > 1 then Gj is either a generalized Toffoli

or fanout gate. It follows that
⊗

j Gj can be cleanly simulated by a QNC circuit where

the size and number of ancillae are O
(∑

j kj

)
≤ O(n) and the depth is O(maxj log kj) ≤

O
(

log
∑

j kj

)
≤ O(log n). The lemma follows by successively implementing each layer of a

QACf circuit in this way, reusing the same ancillae to simulate each layer.

A.2 Properties of QACf circuits

Lemma A.2.1. There is a uniform family of O(mn log n)-qubit QAC0
f circuits (Cn,m)n,m,

where Cn,m takes as input a (log n)-qubit register K and m-qubit registers A0, . . . ,An−1,B,
and Cn,m cleanly swaps Ak and B controlled on the classical state |k⟩K.

Proof. We can assume without loss of generality that m = 1, because then the general case
follows by swapping the i’th qubits of Ak and B for all i in parallel. By linearity we may
assume that the input is a standard basis state

|k⟩K|x0⟩A0
· · · |xn−1⟩An−1

|y⟩B.

For now assume that y is promised to be 0n. First compute xk =
∨n−1
j=0 (1j=k ∧ xj) in B,

using that QAC0
f circuits can simulate AC0 circuits; note that comparing j and k requires

O(log n) qubits for any given value of j. Then controlled on the state |xk⟩B, for all j < n
in parallel (using fanout) XOR the bit 1j=k ∧ xk into Aj .

For the general case where y might not be 0n, let C be an n-qubit register in the ancillae.
First swap Ak and C as described above, then swap B and Ak as described above, and finally
swap C and B.

Lemma A.2.2. If C is an n-qubit, size-s, depth-d QACf circuit then ctrl-C can be cleanly
implemented by an O(n)-qubit, size-O(s), depth-O(d) QACf circuit.

Proof. Controlled on a bit b ∈ {0, 1}, each gate in a QACf circuit can be implemented
controlled on b as follows. A k-qubit generalized Toffoli gate controlled on b is equivalent
to a (k + 1)-qubit generalized Toffoli gate, fanning out a bit c controlled on b is equivalent
to fanning out bc, and applying a one-qubit gate controlled on b can be done trivially. The
result follows by making n copies of b, and using these copies to implement all gates in a
given layer of C in parallel controlled on b, where the same ancillae are reused in simulations
of successive layers of C.
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Proof of Lemma 2.2.2

Recall that in Section 2.2.1 we defined α = 0.35 and

|pη,C ⟩ = C · 2−n/2
∑

x∈{0,1}n
sgnRe(⟨η|C|x⟩)|x⟩

for a Clifford unitary C and vector |η⟩ ∈
(
C2
)⊗n

. We establish the following fact:

Lemma 2.2.2 ([59]). For all states |η⟩ there exists a Clifford unitary C such that Re(⟨η|pη,C⟩) ≥
α.

Eq. (A.22) of Irani et al. [59]—where their |τ ⟩ equals our |η⟩, their γ can be set to
0.24999, and their d equals 2n—implies that

Pr
(
∥Re(C|η⟩)∥1 ≥

√
0.24999 · 2n

)
> 0

for a random Clifford unitary C. Therefore there exists a fixed Clifford unitary C such that
2−n/2

∥∥Re
(
C†|η⟩

)∥∥
1
≥ 0.4999. Finally it follows from the definition of |pη,C ⟩ that

Re(⟨η|pη,C⟩) = 2−n/2
∑
x

|Re(⟨η|C|x⟩)| = 2−n/2
∥∥∥Re(C†|η⟩)

∥∥∥
1
,

implying that Lemma 2.2.2 holds with α = 0.4999.
We instead define α = 0.35 because we believe that there is a typo in Irani et al. [59],

and that the right side of their Eq. (A.22) should be 1/2 − 4γ instead of 1/2 − 2γ. So in
the above analysis we should actually set γ to be slightly less than 1/8, and so the value of
α should be slightly less than

√
1/8 ≈ 0.354. The exact value of α is not important for our

main results however.
Our disagreement with the argument in Irani et al. [59] is as follows. We will use their

notation; in particular they assign a different meaning to the variable α than we have
done. First—and this part is actually an understatement by Irani et al., not an error—in
Eq. (A.13) the expression

√
(2n + 1)/(2α) can trivially be replaced by

√
(2n + 1)/(4α), and

so Eq. (A.15) can be replaced by “≥ 1−1/(2α)”. Applying this strengthening of Eq. (A.15)
with α = 1/(16γ) implies that Pr

(
∥|ψ⟩∥1 ≥ 2

√
γ2n

)
≥ 1 − 8γ, where |ψ⟩ is as defined in

Lemma A.5 of Irani et al.
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Write |ψ⟩ = |a⟩+ i|b⟩ where |a⟩, |b⟩ ∈ R2n . Then

Pr
(
∥|a⟩∥1 ≥

√
γ2n

)
≥ Pr

(
∥|a⟩∥1 ≥

√
γ2n

∣∣∣ ∥|ψ⟩∥1 ≥ 2
√
γ2n

)
Pr
(
∥|ψ⟩∥1 ≥ 2

√
γ2n

)
.

By the triangle inequality ∥|ψ⟩∥1 ≤ ∥|a⟩∥1 + ∥|b⟩∥1, so conditioned on ∥|ψ⟩∥1 ≥ 2
√
γ2n

either ∥|a⟩∥1 ≥
√
γ2n or ∥|b⟩∥1 ≥

√
γ2n (or both). Furthermore ∥|a⟩∥1 and ∥|b⟩∥1 are

identically distributed conditioned on any value of ∥|ψ⟩∥1, because applying a global phase
of i to |ψ⟩ has the effect of swapping ∥|a⟩∥1 and ∥|b⟩∥1 without changing ∥|ψ⟩∥1. Therefore

Pr
(
∥|a⟩∥1 ≥

√
γ2n

∣∣∣ ∥|ψ⟩∥1 ≥ 2
√
γ2n

)
≥ 1/2

and so Pr
(
∥|a⟩∥1 ≥

√
γ2n

)
≥ 1

2(1− 8γ) = 1/2− 4γ.
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