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Abstract

We transcribe a series of four lectures by Ramon van Handel titled “Remarks on
the Discrete Cube” [8], the content of which is summarized below.

Lecture 1

The “discrete cube” is the set {—1,1}". We will consider the following classes of functions
on the cube, in increasing order of generality:

fA{-11}"—={0,1} (boolean functions),

f{-,1}" =R (real-valued functions),

fFA{-L11" = (X, llx) (vector-valued functions),
where X is an arbitrary Banach space with norm || - || x.

A fundamental fact about real-valued functions on the cube is the Poincaré inequality,
which will be stated shortly. In these lectures we will do the following:

1. Prove LP? analogues of the Poincaré inequality for vector-valued functions on the cube.
This result is due to Ivanisvili, van Handel and Volberg [10], as is the proof given here.

2. Prove a certain strengthening of the Poincaré inequality for boolean functions on the
cube. This result is due to Eldan and Gross [4], and generalizes previous results of
Kahn, Kalai and Linial [11] and Talagrand [17]. The proof given by Eldan and Gross
uses stochastic calculus, but here we present a new simplification of their proof which
uses techniques of Ivanisvili, van Handel and Volberg in place of stochastic calculus.

Real-valued functions on the cube are commonly analyzed using (discrete) Fourier anal-
ysis [14, 7], and the Poincaré inequality is easy to prove in this way. In contrast, except for
a single application of hypercontractivity near the end, in these lectures we will use only
elementary probability and calculus, and in particular no Fourier analysis.



For f:{-1,1}" = (X,[| - [[x) let Ef = 27"} (413 f(€) denote the expectation
of f under the uniform distribution, and if f is real-valued then let Var f = Ef? — (Ef)?
denote the variance of f under the uniform distribution. (We also use E to denote expected

value more generally.) For 1 < i < n define the i'th “discrete derivative” of a function
f:A{-1,1}" = (X,] - ||x) as follows: for all € = (e1,...,e,) € {—1,1}",

f(€) - f(gla s €1, €L L, - - 7€n)
5 .

Dif(e) =

Theorem 1 (Poincaré inequality). Let f: {—1,1}" — R; then Var f <EY." (D, f)%

Let Df = (D1f,...,Dyf) and let || - || denote the Euclidean norm. Then we may also
write the Poincaré inequality as Var f < E||Df||?, so one interpretation of the Poincaré
inequality is that “Lipschitz” functions have constant variance.

If f takes values in {—1,1} then (D;f(g))? = Lf(e)£f(c1,,—es,en)- Lherefore another
interpretation of the Poincaré inequality is that if f represents a voting rule in a two-
candidate election, and if votes are independent and uniform random, then on average
there are at least Var f voters ¢ such that flipping only the ¢’th vote would change the
outcome of the election. If both candidates have probability 1/2 of winning the election
then Var f = 1, in which case at least one voter has probability at least 1/n of casting
a decisive vote. The previously mentioned result of Kahn, Kalai and Linial [11] improves

this 1/n lower bound to <1°g">.

n

We begin by proving the Poincaré inequality, in a manner which is much less efficient
than the Fourier-analytic proof but which introduces machinery used to prove the main
results of these lectures. Suppose we have a smooth function ¢ : [0,00) — R such that
(0) = Bf? and (00) = limy-yo0 (t) = (Ef)2 Then,

Var f = Bf? = (Ef)* = p(0) — oloc) = - [ dett) g
0

so it suffices to bound dg(t)/dt.

For ¢t > 0 let £(t) = (&1(t), ..., &nu(t)) € {—1,1}" be a random variable where each &;(t)
is independently 1 with probability HTe_t and -1 with probability 1726%, Le. E¢&i(t) =et.
For ¢ € {—1,1}" let P,f(e) = E¢f(e£(t)) where €£(t) = (e1&1(t),...,enén(t)). Then
Pof = f and P f = Ef, so we may define (t) := E[(P,f)?], implying that

> d 9 &0 d

Varf = — fE[(Ptf) ]dt =-2 E Ptffptf dt.
o dt 0 dt

Remark. For intuition’s sake, we now give an equivalent definition of P;f in terms of the

following continuous-time random walk Y (t) = (Y1(¢),...,Y,(t)) on the cube, where t > 0

represents time. To each coordinate from 1 to n, assign a “clock” which “ticks” at times



determined by a rate-1 Poisson process,! independently of the other n—1 clocks. Whenever
the i’th clock ticks, resample Y; uniformly at random. If Y(0) = € then Y'(¢) is distributed
identically to £(t), because the i’th clock ticks before time ¢ with probability 1 —e™t, and
because Y;(t) equals ; before the i’th clock’s first tick and is uniform random after the ’th
clock’s first tick. Therefore P.f(e) = E[f(Y(t)) | Y(0) = ¢].

It is easy to verify that Di2 = D; and D;D; = D;D;. Let A = — 2?21 D;. In the next
lecture we will prove the following;:

Lemma 2. For all f:{-1,1}" = (X,] - |lx),
0. EP.f = Ef,
1. $Bf =APf,
2. DiPf = PDif,
and for all f,g: {-1,1}" — R,
3. BlfAg) = - " E[D;f - Digl,
4. (DiPf)? < e 2'Py(D;f)? pointwise.

Remark. The case of Items 0 to 2 where X = R is sufficient for our proof of the Poincaré
inequality, and can be proved perhaps more easily using Fourier analysis,? but we will use
the generalization to arbitrary Banach spaces later in these lectures.

Item 1 is called the heat equation. The transformation A is called the Laplacian because
it equals — > ", D?, analogous to the standard calculus definition of the Laplacian. Item 3
is analogous to integration by parts, since A = — 3" | D?.

Proof of the Poincaré inequality. By Lemma 2,
> d
Var f = —2/ E [Ptfdthf] dt (proved above)
0
0

= > ; 2 em
—o /0 SSEDR (Item 3)

oo
<2 / > Ele ' Py(D;f)?dt (Item 4)
0
'T.e. the times between ticks of any given clock are independent rate-1 exponential random variables.
2For S C {1,...,n} let xs(e) = [licsei- Then Dixs = liesxs, and Axs = —|S|xs, and Pixs =
e 5y s, from which Items 0 to 3 follow easily using the Fourier expansion of f.



_ /OO 9e 2t Z E[(D, f)?]dt (Item 0)

0

Lecture 2

We now prove Lemma 2:

Proof of Item 0. For any fixed £ € {—1,1}", if ¢ is uniform random on {—1,1}" then so is
e, 50 EP f = E¢ . f(e€(t)) = E¢cEf = Ef. O

Proof of Item 1. By applying the definition of P;f and again substituting ¢ for &,
n n
B 1 —l—fjeft . 1 +5j§je*t
rie= Y [ reo= Y T2
fe{—l,l}n J=1 ée{_lvl}njzl
so by the product rule,

ot .ot n
Y EE S S | SRR o VR
=1

i=1ge{-1,1}n i

Proof of Item 2. Let e; € {—1,1}" have a -1 in position i and 1s elsewhere, i.e. D;f(c) =
f(e)—2f(€eqz)' Then

P,f(e) 2Ptf(€6i) _ g JEE0) _Qf(feif(t)) — EeD;f(£(t)) = PDif(e). O

Remark. When f is real-valued, the following is an alternate proof of Item 2. Interpret P;
and A as 2™ x 2" real matrices, acting on the space of functions from {—1,1}" to R. We
just proved that %Pt = AP, and since P, is the identity it follows that P, = 2. Since
Dq,...,D, commute it then follows that P; = H?:l e tPi so P, and D; commute.

DiP,f(e) =

Proof of Item 3. Define e; as in the proof of Item 2. If ¢ is uniform random on {—1,1}"
then so is ee;, and clearly D;g(e) is antisymmetric in &;, so

E[fAg] = ZE (eei)Dig(ce;)] ZE (eei)Dig(e)].

Therefore,

Blfag = PSRRI 5 [T 2T i) - - S BAD s Dig(e)]
i=1 =1




Proof of Item 4. The value €;D; f(e) does not depend on ¢;, because

f({-:l, ceesEi—1, 1,€i+1, e ,6n) — f(z?l, ey Ei—1, —1,€i+1, - .,€n)

eiDif(e) = 5

Therefore, for all e € {—1,1}",

D;Pif(e) = PD;f(e) = E¢D; f(e£(t)) = E¢lei&i(t) - €& (1) D; f(€€(t))]
= E¢[ei&i(t)] - Ee[ei&i(t) D f (€(1))] = e "Ee[&i(t) Dif (e£(1))],

so by Jensen’s inequality,
(DiPif(e))? < e > Eel(Dif (6(1)))?] = Pu(Dif)*(e). O

Finally, we remark that the Poincaré inequality is sharp for linear functions: ifaq,...,a, €
R and f(e) = >, ase; then Var f =30 a2 =3 " (D;if)%

We now consider analogues of the Poincaré inequality for vector-valued functions on
the cube, i.e. for f:{-1,1}" — (X, | - ||x). A natural hypothesis is that

Bf - Bf% <O EIDifI%, (1)

i=1

where each occurrence of C' throughout these lectures represents a distinct positive universal
constant. For example, the Poincaré inequality says that Eq. (1) holds when (X, | -||x) =
(R, |-]). When specialized to linear functions, Eq. (1) would imply that E. |[>"7 ; slsc,||§( <
CY % |lzill% for all zq,...,2, € X. However, if (X,| -|x) = (R™ | -[1) and z; is the
i’th standard basis vector, then [|> ", eixiH? = ||| =n? and Y, ||@i||7 = n, so Eq. (1)
is not universally true.

This raises the following question: can we prove an analogue of the Poincaré inequality
for arbitrary functions from {—1,1}" to (X,| - ||x) in terms of the behavior of linear
functions from {—1,1}" to (X, || - ||x)? More concretely, for p > 1 let (X, | - ||x) have type
P E X0 ey < O ||| for all 2y, ..., x, € X. For example, every space has
type 1 by the triangle inequality, Hilbert spaces have type 2, and no space has type greater
than 2 due to the case where 1 = --- = x,, # 0. One may also verify that every space
with type ¢ has type p for p < ¢, and that if p < 2 then (R",| - ||,) has type p.*

Theorem 3 (Conjectured by Enflo [5], proved by Ivanisvili, van Handel and Volberg [10]).
If (X, || - ||x) has type p, then E||f —Ef|% < C> " E|D;f||% for all f:{-1,1}" — X.

3Take 1/q’th powers on both sides of the definition of type ¢, and apply the monotonicity in p of L? and
£P norms.

4Reduce to the one-dimensional case, and apply the Khintchine inequality. To see that (R™, | -||,) does
not have type greater than p when n is large, let z; be the i'th standard basis vector.



For example, Enflo’s conjecture trivially holds for linear functions, and implies that
Eq. (1) holds for spaces of type 2.

When trying to prove a conjecture about functions on the cube, one approach is to
first prove a similar statement for functions with n independent standard Gaussian inputs,
and then modify the proof to hold for functions on the cube. For a function f on R" let
Ef denote the expectation of f under this input distribution, and let 9;f denote the i’th
partial derivative of f.

Theorem 4 (Pisier [15, Theorem 2.2]). Let f: R™ — (X, || ||x) be a “sufficiently smooth”
function such that Ef exists. Let g = (g1,---,9n),9 = (91s---,95) Where g1, ..., gns Gy, -, Gn
are independent standard Gaussians. Then for allp > 1,

E|f-Efl% < () E

> gi0if(9)
=1

P

b's

Note that Pisier’s inequality does not require (X, | - ||x) to have type p. If (X,| - ||x)

has “Gaussian type p”, i.e. if B|| YL, gizills < O30 [Jag]/ for all 2y, ...z, € X, then

conditioning on g in Pisier’s inequality gives E||f — Ef|% < C (3)" I, E[|9; f|/%, which

is a Gaussian analogue of Enflo’s conjecture. Pisier’s inequality is tight for linear functions
™

up to a factor of (%)p , and even the factor (§)p is sharp in certain cases as well.® Before

proving Pisier’s inequality we apply it to two more examples:

Ezample. Let (X, || x) = (R, ]-]). If g is fixed then > ; ¢;0; f(g) is Gaussian with mean
0 and variance > i (0;f(9))? = ||[Vf(9)||?, or equivalently ||V f(g)| times a standard
Gaussian, so E[f — Ef|P < (3)"E|Z|P - E[|[Vf|P where Z denotes a standard Gaussian.

For example, since E|Z| = y/2/7, taking p = 1 gives E|f —Ef| < \/7/2-E||Vf].
Example. The noncommutative Khintchine inequality [9] states that E|[|> ;" | g; 4| op S
0] (\/log d) HZ?Zl A%HZ)Z for Ai,..., A, € R¥? where “op” and “sym” are short for

sym’
“operator norm” and “symmetric” respectively. Therefore, for all “nice” f:R" — Rg}fnﬁl,

n 1/2

> (@i (9))?

i=1

s
E|lf — Efllp < OF

<0 (\logd) -E

op

> gioif ()
i=1

op

Proof of Pisier’s inequality. Let g(0) = gcosf + ¢’'sinf and ¢'(0) = dg()/df = —gsinf +
g’ cosf. By the fundamental theorem of calculus and the chain rule,

w/2 w/2 "
1) =t = [ aaena =[S oo,
=1

"B let (X,]-Ix)=®R,|-]),p=1,n=1, f(z) = max(min(Kz,1),0) and let K — ooc.



so by the triangle inequality and Jensen’s inequality,

/2 T p
1) - Fla)l% < (i [z d9>
X

/2 p
<2 / il do.
™ Jo 2 X
The pairs (g(0), ¢'(0)) and (g, g’) are identically distributed, because
g(@)\ ([ cos@-I sinf-I\ (g
g(0)) \—sinf-I cosf-1)\g

and the standard multivariate Gaussian distribution is invariant under orthogonal trans-
formations. Therefore,

> 0if(9(6))gi(9)
i=1

> 0if(9(0))gi(0)
=1

Blf(¢) ~ F@)l% < (5) B

> aif(9)g;
=1

P
X
Finally, by the triangle inequality and Jensen’s inequality,

Ey [|f(9") —Eof (9| <Eg By ||f(d) = f(9) )" <EgEg|f(¢)—f@)|5- O

Lecture 3

Recall that we want an analogue of Pisier’s inequality for functions f: {—1,1}" — (X, || -
|lx). Fix some p > 1. A natural hypothesis is that if €,§ € {—1,1}" are independent and
uniform random then

p

E|f — BfI% < CE||> 6.Dif()] . )
=1

X

from which Enflo’s conjecture (Theorem 3) would follow by conditioning on € and applying
the definition of type p. An obstacle to mimicking the proof of Pisier’s inequality is that the
cube {—1,1}" is not rotationally invariant in continuous space. Encouragingly, Pisier [15]
proved that Eq. (2) holds for some C' < O(log” n), despite this obstacle. However, Tala-
grand [17, Section 6] proved that when (X, | - |x) = (R*",| - |ls) there exists f such that
Eq. (2) holds only when C > Q(log? n).°

6See the original lecture [8, Lecture 3, 9:00-10:30 and 40:45-42:20] for a description of Banach spaces
for which Eq. (2) holds with C' = O(1).



Remark. Efraim and Lust-Piquard [3] used ideas from quantum information to adopt
Pisier’s proof to real-valued functions on the cube, by associating each {—1,1}-valued
coordinate of the cube with a measurement of a o, or o, observable, and rotating contin-
uously between these noncommuting observables. However, this approach does not seem
to generalize to vector-valued functions.

Therefore we formulate a different analogue of Pisier’s inequality for functions on the
cube. Recall from Lecture 1 that &;(¢),...,&,(t) € {—1,1} are i.i.d. random variables with
distribution P(&;(t) = +1) = £ and that P,f(e) = E¢f(£(t)). Also let

§i(t) —E&(t) _ &(t) —e™
Varl/2 &i(t) V1—e 2t

Let p(dt) = 2 \/fidt and note that p is a probability measure on [0, c0) because

o0 e—2t 0 m du 1 du 1w
O a= v M aresin(vVi—w)| = T
[V [ S | s = eV =

Theorem 5 (Ivanisvili, van Handel and Volberg [10]). For all f : {-1,1}" — (X, - ||x)

andp>1,
pN 1/p
> p(dt),

X

0;(t) =

(EIf - BfI5)" < 3 / <E

Z 8i(t)Dif(e)
=1

where ¢ € {—1,1}" is uniform random and independent of 6(t).

Taking p’th powers and applying Jensen’s inequality yields a statement identical to
Eq. (2), except that the distribution of ¢ is different. Enflo’s conjecture then follows from a
routine symmetrization argument [10, Section 3], which is not presented here. It is also an
easy exercise to derive Pisier’s inequality from Theorem 5 using the central limit theorem.

Proof. By observations from Lecture 1 and the beginning of Lecture 2,
F&) = Bf = ) - Pufe) == [ GRfC= [ Z DiPf (e)dt
0 =1

and

n £ o1
DiP,f(e) = DiP.f(e) = DiPDif(e) =Di | > ] %Diﬂf)

ge{-1,1}m5=1

n Lot £t
DR | =

ge{-1L1pmi=1 Leidie™




— B | Doflee(ty) . S0

and
Gt)e™ _ LGt)e'(1-G&(t)e™) _e(&()—e) e di(t)
T+&Me ~ I+&Me NI -&Me?)  1-e®  Ji—e2
f(e) ~Ef = /0 B ;Diﬂef(t))-&(t)] Simen

Vs
-2 |E
2/£

ZDif(gf(t)) : 5z'(t)] p(dt).
=1

By the triangle inequality,

p(dt),
X

£ - Eflx < 5 [ B

7 Dif(e€ (1)) - 6i(t)
i=1

so by Minkowski’s inequality and then Jensen’s inequality,

n p\ 1/p
(Bellf(e) —EfI%) " < 5 / <E (Eg > Dif (e€(1) - 6i(t) ) ) p(dt)
i=1
<3 [ (B[ Lo istcen s )t
2 =1 X
Finally, the result follows because ££(t) is uniform random conditioned on £(t). O

Remark. Implicit above is that
fz‘ (t)eft
1+¢ (t)e_t

forall f:{-1,1}" — (X, |- ||x). (We proved this with D; f in place of f on the right, but
the argument generalizes easily.) This is analogous to the well-known formula

DiPf(e) = B [f(sf(t)) -

Oilpx @) =0; | oo —y)fy)dys--dyn = /n 4 ~ “o(w = y) f(y)dyr - dyn

for all “nice” functions f : R® — R, where o(z) = (2ra) "/2e12°/20 is the density at
x of the multivariate Gaussian distribution with mean 0 and covariance matrix al, and *



denotes convolution. In particular, using the triangle inequality, both formulas allow us to
bound the “smoothness” (i.e. some norm of the derivatives) of P.f or ¢ f in terms of the
values of f itself rather than f’s derivatives. Additionally, if f : R™ — R is differentiable
then 0;(p * f) = ¢ x 0;f (since convolution is commutative), analogous to the fact that D;
and P, commute.

Recall that we used Pisier’s inequality to prove that if f : R™ — R is “nice” and takes
n independent standard Gaussian inputs then E|f —Ef| < /7/2-E||V f||. By Theorem 5
an analogous inequality holds for functions f: {—1,1}" — R:

n n 2
Bl - Bl <5 [ B[S 60D )| nat) < § [ Eey[Bs|S80Dif(E) -l
=1 =1
=2 [ EDsO (@) = FEIDSI. 3)

Eq. (3) was first proved by Efraim and Lust-Piquard [3] (using noncommutative probability,
as previously discussed). The constant 7/2 can be slightly improved using a tighter bound
than Jensen’s inequality for the second inequality above, but it is unknown whether the
constant can be improved all the way to y/7/2 like in the Gaussian inequality.

We now turn our attention to the second main topic of these lectures, namely a
strengthening of the Poincaré inequality for boolean functions on the cube. For f :
{-1,1}* — {0,1}, the value |[Df(¢)|?> equals 1/4 times the number of coordinates i
such that f(e1,...,€i-1,1,8i41,---,6n) # fle1,...,€i-1,—1,8i41,...,€n). Therefore the
Poincaré inequality (Var f < E|Df||?) may be far from tight for f, because Var f < 1/4
whereas E||Df||> may be arbitrarily large as n goes to infinity. For example, if f is the
majority function (f(e) = Iyn ,50) then IDf(e)||? = O(n) - Iy cin0, SO E|Df|? =
C] (2_” (n%) n> = O(y/n) by Stirling’s approximation.

To obtain a tighter bound for arbitrary f : {—1,1}" — {0,1}, note that Var f =
Ef(1 — Ef) = 1E|f — Ef|, so it follows from Eq. (3) that Var f < ZE|Df|. This
inequality is tight up to a constant factor for the majority function, and was first proved
by Talagrand [17] with /2 in place of /4.

Lecture 4

The following inequality also improves on the Poincaré inequality in certain cases:
Theorem 6 (Falik and Samorodnitsky [6]7). For all f: {-1,1}" — R,

Var f 9
Var £ +log <Z?:1E[D¢f|]2> < 2BIDAI

"Defining £(f, f) and d; as in [6, Section 2], it is easy to verify that (f, f) = 4E|Df||* and E|d;| <
E|D;f|. Theorem 6 then follows from [6, Theorem 2.2] with the constant C' = 2 from [6, Section 3.1].

10



Similar bounds were previously obtained by Kahn, Kalai and Linial [11], Talagrand [19],
Benjamini, Kalai and Schramm [1], and Rossignol [16], in this order chronologically. The-
orem 6 is tight up to a constant factor for the tribes function, i.e. the function f :
{=1,1}* — {0,1}, f(e) = Vizy Ajieij where s = ©(2") is such that Ef ~ 1/2.
However, Theorem 6 is far from tight for the majority function. In contrast, the bound
Var f < CE||Df|| for boolean functions f (proved above) is tight for majority but not for
tribes.

In this lecture we will prove the following inequality, which (for boolean functions f,
and up to constants) implies both the bound Var f < CE|Df]|| and the Var f = ©(1) case
of Theorem 6, and hence is tight for both majority and tribes:

Theorem 7 (Conjectured by Talagrand [18], proved by Eldan and Gross [4]). For all
f:{-1,1}" — {0,1},

C
Var f - \/log <1 +C+ —2?21 EHszH2> < CE|Df].

We break the proof down into components as follows:
Claim 8. For all f: {—1,1}" — {0,1} and t > 0,

1. Var f = 1E|f — P.f| + Var Py af,

2. E|f — P.f| < CVt-E|Df|,

3. Var Pof < Var f - (40 BID:f[12)"" for (1) = =51

Bibliographic notes. Item 1 is well known, e.g. [13, Eq. 7]. Pisier [15] proved an analogue
of Item 2 in the Gaussian case, using Theorem 4. Item 3 strengthens a result of Eldan and
Gross [4], which itself strengthens a result of Keller and Kindler [12].

Remark. Ttem 1 generalizes the observation that Var f = %E\ f—Ef|, which we have already
seen. Our proof of Item 2 holds even if f is real-valued rather than boolean. Item 3 may be
of independent interest. The function € equals tanh, but we use the 8 notation for brevity.

Remark. For a different bound on Var f — Var P, f, note that since

d d d d
%Var P f = p (E(Ptf)2 - (EPtf)z) = (E(Ptf)2 - (Ef)Q) = aE(Ptf)Q,

evaluating the integral from Lecture 1 up to ¢ rather than up to infinity reveals that

Var f — Var P,f < 2tE||Df|>.

Thus, if Var Pf is small for some t < o(1), then we obtain the bound Var f < 2tE|| D f||?
which improves on the Poincaré inequality.

11



Proof of Theorem 7 assuming Claim 8. Let K = Y.  E[|D;f[]>. If K > 0.01 then the
result follows because Var f < CE|Df||, so we may assume that K < 0.01. First we
give an informal argument using the small ¢ approximation 6(¢) ~ t (unfortunately, the
inequality 0(t) < ¢ is in the wrong direction for this to be rigorous), and then we give a
rigorous proof. By Claim 8,

Var f S CVt-E|[Df| + Var f - (4K)"/,
so plugging in ¢ = log(4)/log(1/4K) gives

Var f < Cv/1/10g(C/K) - E|Df| + %Varf,

and the result follows by subtracting %Var f from both sides.

To make this rigorous it suffices to prove that if ¢ = C'/log(1/4K) (for an appropri-
ate constant C) then (4K)?®/2 < 1/2. Let ¢; > 0 be a universal constant such that
0.04%(c1)/2 < 1/2. Let c2 > 0 be a universal constant such that 6(¢) > cot for all 0 < t < ¢y;

to see that such a constant exists, note that 0(t) > 1_§_Zt, and that e 2 < 1 — Ct for

all 0 <t < ¢q and an appropriate constant C. Now let t = ?Olg(gl( /iég if t > ¢1 then

(4K)?®/2 < 0.04%()/2 < 1/2, and if t < ¢; then (4K)?1/2 < (4K)*2t/? = 1/2. O

Proof of Item 1. Since P, f(e) is a convex combination of values of f, we have 0 < P, f < 1.
Therefore, if f =1 then |f — P,f| =1— P.f, and if f =0 then |f — P,f| = P.f, so

If =Pfl=fA=Pf)+ (A~ f)Pf=f+Pf-2fRf

We now use the fact that E[f - P, f] = E(Pt/zf)Q. (Here is one way to see this: first
recall from a remark early in Section 2 that P, = etA, so P = Pt2/2. Next observe that
E[f - P,j2g] = E[P,/of - g] for all g : {~1,1}" — R.) Recalling that EP,f = Ef, we obtain

%E|f_Ptf‘ = Ef_E(Pt/2f)2 = Ef—E(Pt/zf)Q_ (Ef)2+ (EPt/Qf)2 = Var f — Var Pt/Qf-

O
Proof of Item 2. By the same reasoning as in Lecture 3,
t g t s n
&)= Pre) == [ SR = [ ;axs)Dif(ag(s))] ds
SO
t s
E|f — Ptf\</ \/? e)|ds < E|Df| - /0 ﬁds
Finally,
¢ e ® bt ds t ds
/Ol_(a_ZSdSZ/OeQS_lgo\@ZC\/Z. O
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All that remains is to prove Item 3. We use without proof the following case of hyper-
contractivity (see e.g. [14, Chapters 9-10]), where || f||, denotes (B|f|?)'/P:

Fact 9 (Hypercontractivity). Let f: {—1,1}" — R and t > 0; then ||P.fll2 < || f|l1p1e—2t-

Remark. The intuition behind our use of hypercontractivity is as follows. Results from
Lecture 1 imply that % Var P, f = —2E||DP,f||> < —2 Var P,f (where the inequality is the
Poincaré inequality®), so Var P,f < e~2! Var f. This can be rewritten as

E(P.f)? < e ¥ E[f*] + (1 — e *E[f]?,

i.e. the quantity E(P,f)? interpolates between E[f?] and E[f]? according to an arithmetic
mean. We use hypercontractivity to improve this to a geometric mean when f > 0. This is
a major improvement, because it shows that when E[f]? < o(E[f?]), the quantity E(P,f)?
halves in time o(1).

Corollary 10 (AM-GM principle). For all f:{-1,1}" - R and t >0,
E[(P.f)%] < E[f*]'OE[FP0.
Proof. Note that 1+ e =2(1 — s) + s for s = 1 — e~ 2. By Holder’s inequality,
E[lf]"7] = BP0 117) < B[] UELS)

so by Fact 9,

IPAIB < 11 mar < ELFTOOR] £, =

Falik and Samorodnitsky [6] and Rossignol [16] observed that such principles can be
tensorized. These authors did this at the level of the log-Sobolev inequality, but here we
do it directly:

Lemma 11 (Essentially Falik-Samorodnitsky/Rossignol). For all f : {-1,1}" — R,

n 0(t)
Var P,f < (Var f)1=0®) (Z E[|Dif\]2> .
=1

Proof. We use a standard argument involving the Doob martingale, e.g. like in the proof
of the Efron-Stein inequality [2]. Let E;f(c) = Es,,, .5, f(€1,---,€i,0i41,...,0n) (where
the ¢; are independent and uniform random) and I';f = E;f — E;_; f, and note that
f—Ef=>",T;f. Observe that Var f = > I' | E(T';f)?, because for all i < j,

E[sz . ij] = EEl,...,Ei [Fif(e)EsiH,.‘.,sjij(g)] = 0.

8 After first proving Item 3 without assuming Theorem 6, we will then show what happens if we use
Theorem 6 in place of the Poincaré inequality here.
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Furthermore, an easy generalization of the proof that EP,f = Ef implies that E; P, f =
PE;f,soI';P.f = P,I'; f. Therefore, by Corollary 10 and Hélder,

n n n 0(t)
Var Pf = E[(PT:f)?] < > BT )Y OB f)1*0 < (Var £) 700 (Z EHFJ!P) :

=1 =1 =1

Finally, E|T'; f| < E|D; f| because

Lif(e)] = |Bsipy,...60Dif (1, €05 0ig1, - oo, 0n)]
§ E5i+17.__75n|D¢f(51, ey Ehy 5i+17 e ,5n)| O

Now we invoke the fact that f is boolean to complete the proof of Item 3:

Proof. Let K = 3" | E[|D;f|]?. If Var f > /K then by Lemma 11,
10
Var P, f < Var f - (Varf) < Var f - (4K)0(t)/2 .

Alternatively, if Var f < %\/E then by Corollary 10 applied to f — Ef,
Var P.f < (Var £)' %@ (2 Var £)2®) < Var f - (4K)?®/2,
where we used E|f — Ef| =2 Var f. O

We conclude with an alternate proof of (something similar to) Lemma 11:

Proof. Recall from the discussion following Fact 9 that %Var P.f = —2E|DP.f|* It
follows from applying Theorem 6 to P;f that

d
— Var P, f < —VarPtf-log<

Var P, f
dt '

> im1 ElIDiP f]?

Furthermore,
E.|PDif(e)| = Ec|E¢D; f(£(1))| < Ece| Dif (€£(t))| = E[Ds f],

SO

d Var P,
%VarPtf < —VarPtf-log( th>

where K = Y | E[|D; f|]>. The solution to the above differential inequality (with initial
condition Var Pyf = Var f) is

—t
V. c - -
E;;f) = (Var f)° tKl—e t’

Var P, f §K<

which essentially matches Lemma 11 when ¢ is small. O
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