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Motivation

How can we instruct RL agents?
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Running example

Luigi can collect raw materials:

wood grass iron gold gems

... and make new objects in:

factory toolshed workbench

Make a bridge: get wood, iron, and use the factory
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Running example

Task type Example

Single goal get wood
Sequence of goals get wood and then use the factory
Disjunctive goals get wood or iron
Conjunctive goals get grass and iron
Safety constraints do not leave the shelter at night

How can we instruct RL agents?
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Motivation

Question: How can we instruct RL agents?
Proposal: Let’s use language to describe tasks!

Desirable properties:

It is expressive.

RL agents understand it:

Task description ! Reward function.
Task description ! Learn faster.

Humans understand it.
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Related work

Hindsight Experience Replay by Andrychowicz et al. (NIPS-17)

Language: Single goal condition
Advantage: Learn to achieve goals in parallel (o�-policy RL)

Task HER

Sketches LTL

get wood 3

3 3

get wood and then use the factory

3 3

get wood or iron

3

get grass and iron

3

do not leave the shelter at night

3

O�-policy learning 3

3
Task decomposition 3 3
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Related work

Modular Multitask RL with Policy Sketches by Andreas et al. (ICML-17)

Language: Sequence of sub-goals (called sketch)
Advantage: Decompose the problem using the sketch.

Task HER Sketches

LTL

get wood 3 3

3

get wood and then use the factory 3

3

get wood or iron

3

get grass and iron

3

do not leave the shelter at night

3

O�-policy learning 3

3

Task decomposition 3

3
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Related work

Teaching Multiple Tasks to an RL Agent using LTL

Language: Linear Temporal Logic (LTL)
Advantage: Decompose and use o�-policy RL to learn subtasks.

Task HER Sketches LTL
get wood 3 3 3
get wood and then use the factory 3 3
get wood or iron 3
get grass and iron 3
do not leave the shelter at night 3
O�-policy learning 3 3
Task decomposition 3 3
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De�ning tasks using LTL

Idea: Let's give the RL agent a set of high-level event detectors.

Example

P = f got wood, got iron , got grass , used workbench,
used factory , is night , at shelter , ...g

Use LTL to de�ne tasks by composing occurrences of events inP
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De�ning tasks using LTL

Linear Temporal Logic (syntax)

LTL augments propositional logic with temporal operators
(next), � (eventually), and U (until):

' ::= p j : ' j ' 1 ^ ' 2 j  ' j � ' j ' 1 U' 2 with p 2 P

Examples

� got wood
� (got grass ^ � used factory )
� got wood_ � got iron
� got grass ^ � got iron
(is night ! at shelter ) U got wood
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De�ning tasks using LTL

Linear Temporal Logic (syntax)

LTL augments propositional logic with temporal operators
(next), � (eventually), and U (until):

' ::= p j : ' j ' 1 ^ ' 2 j  ' j � ' j ' 1 U' 2 with p 2 P

Examples

eventually got wood
eventually (got grass and eventually used factory )
eventually got woodor eventually got iron
eventually got grass and eventually got iron
(is night ! at shelter ) until got wood
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Example

Detected events
at shelter

' = eventually(got iron and eventually used factory )
and eventually got gold
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