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The agent-environment interface

• Environment

• Agent

• State

• Action

• Reward



Examples

• Pick-and-place robot

• Mars robot

• Pole-balancing robot

• Supervised learning as reinforcement learning

• Atari games



OpenAI gym environments

• CartPole

• MountainCar

• Pong

• BeamRider

• BipedalWalker

• …



Terminology & Notation



Policy

• A policy is the agent’s behaviour

• It is a map from state space to action space:
• Deterministic policy

• Stochastic policy



Goal of reinforcement learning

• Obtain a policy that maximizes the expected rewards



Evaluating the objective



Approaches To Reinforcement Learning

• Policy-based RL (focus of the tutorial)
• Search directly for the optimal policy

• This is the policy achieving maximum future reward

• Value-based RL (will be discussed in brief)
• Estimate the optimal value function Q(s, a)

• This is the maximum value achievable under any policy

• Model-based RL (will be discussed in brief)
• Build a model of the environment

• Plan (e.g. by lookahead) using model



Value-based approach (in brief)

• A Q-value function is a prediction of future reward
• “How much reward will I get from action a in state s?”

• Q-value function gives expected total reward
• from state s and action a

• under policy 

• with discount factor 

• Q-value functions decompose into a Bellman equation



Optimal value function

• An optimal value function is the maximum achievable value

• Once we have optimal Q-value function we can act optimally



Model-based approach (in brief)



Policy-based approach

• Direct policy differentiation



Direct policy differentiation



Evaluating the policy gradient



Reducing Variance



Baselines

• Are we allowed to do that?

• Subtracting a baseline is unbiased in expectation!

• average reward is not the best baseline, but it’s pretty good!



Policy gradient with automatic differentiation

• Pseudocode example (with discrete actions):



Basics of OpenAI gym

Environment
• Has attributes that give environment specificiations (e.g. action space, 

observation space, etc.)

• Environment step function gets an action and update the environment for 
one step
• It returns four values, observation (i.e. observation in the next time step), reward, done 

(e.g. agent died!), info (e.g. it might contain the raw probabilities behind the 
environment’s last state change)

• Can be rendered or restart by render, or reset functions

We implement the policy gradient method for CartPole (one of the gym 
environments).
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