
CSC311 Fall 2023 Final Project

Final Project

Deadline: Monday, December 4, 2023, at 11:59PM. If you choose Option 2, you must submit a
proposal by Friday, November 17, 2023 on MarkUs. You do not need a proposal for the default
option.

Submission: You need to submit the following files through MarkUs:

• Your answers to Part A and B, as a PDF file titled final_report.pdf. You must type your
final report (e.g. LATEX, Microsoft Word).

• The Python codes you used for both Part A and B, as a zip file code.zip. You may exclude
the folder /data from the starter code. If you choose the second option, you should also
include the relevant parts of your code.

• You are required to submit llm.pdf file describing how (or if) you used any large language
model during the completion of this assignment. You are required to specify the following
information:

1. Which model you used ChatGPT, GPT4, Claude, Bard etc

2. What prompts you ran the model with (most models keep a history of your interactions
with it).

3. You do not need to submit the output of the model.

Late Submission: 10% of the marks will be deducted for each day late, up to a maximum of 3
days. After that, no submissions will be accepted.

Computing: To install Python and required libraries, see the instructions on the course web page.

Collaboration: You should form teams of 2-3 students, which can be across different lecture
sections. More than 3 students will not be permitted. There will not be a separate marking scheme
should you choose to work alone. Your final report should list the contributions of each
team member.

Verification of submitting course evaluation

Please complete the course evaluations prior to submission of the project report.

In your pdf for the report, please confirm that all members of the team have submitted the course
evaluations.

1 Introduction

One of CSC311’s main objectives is to prepare you to apply machine learning algorithms to real-
world tasks. The final project aims to help you get started in this direction. You will be performing
the following tasks:

• Try out existing algorithms to real-world tasks.

• Modify an existing algorithm to improve performance.

• Write a short report analyzing the result.
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The final project is not intended to be a stressful experience. It is a good chance for you to
experiment, think, play, and hopefully have fun. These tasks are similar to what you may be doing
daily as a data analyst/scientist or machine learning engineer.

We have an existing project you can trackle and also a second open-ended project option described
in Section 6. Both options should have roughly equal amounts of work. We will award a prize to
the best projects, determined by the instructional team.

2 Background & Task

Online education services, such as Khan Academy and Coursera, provide a broader audience with
access to high-quality education. On these platforms, students can learn new materials by watching
a lecture, reading course material, and talking to instructors in a forum. However, one disadvantage
of the online platform is that it is challenging to measure students’ understanding of the course
material. To deal with this issue, many online education platforms include an assessment component
to ensure that students understand the core topics. The assessment component is often composed
of diagnostic questions, each a multiple choice question with one correct answer. The diagnostic
question is designed so that each of the incorrect answers highlights a common misconception.
An example of the diagnostic problem is shown in figure 1. When students incorrectly answer
the diagnostic question, it reveals the nature of their misconception and, by understanding these
misconceptions, the platform can offer additional guidance to help resolve them.

Figure 1: An example diagnostic question [1].

In this project, you will build machine learning algorithms to predict whether a student can correctly
answer a specific diagnostic question based on the student’s previous answers to other questions
and other students’ responses. Predicting the correctness of students’ answers to as yet unseen
diagnostic questions helps estimate the student’s ability level in a personalized education platform.
Moreover, these predictions form the groundwork for many advanced customized tasks. For in-
stance, using the predicted correctness, the online platform can automatically recommend a set of
diagnostic questions of appropriate difficulty that fit the student’s background and learning status.
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You will begin by applying existing machine learning algorithms you learned in this course. You
will then compare the performances of different algorithms and analyze their advantages and dis-
advantages. Next, you will modify existing algorithms to predict students’ answers with higher
accuracy. Lastly, you will experiment with your modification and write up a short report with the
results.

You will measure the performance of the learning system in terms of prediction accuracy, although
you are welcome to include other metrics in your report if you believe they provide additional
insight:

Prediction Accuracy =
The number of correct predictions

The number of total predictions

3 Data

We subsampled answers of 542 students to 1774 diagnostic questions from the dataset provided by
Eedi1, an online education platform that is currently being used in many schools [1]. The platform
offers crowd-sourced mathematical diagnostic questions to students from primary to high school
(between 7 and 18 years old). The truncated dataset is provided in the folder /data.

3.1 Primary Data

The primary data, train_data.csv, is the main dataset you will be using to train the learning
algorithms throughout the project. There is also a validation set valid_data.csv that you should
use for model selection and a test set test_data.csv that you should use for reporting the final
performance. All primary data csv files are composed of 3 columns:

• question id: ID of the question answered (starts from 0).

• user id: ID of the student who answered the question (starts from 0).

• is correct: Binary indicator whether the student’s answer was correct (0 is incorrect, 1 is
correct).

We also provide a sparse matrix, sparse_matrix.npz, where each row corresponds to the user id
and each column corresponds to the question id. An illustration of the sparse matrix is shown in
figure 2. The correct answer given a pair of (user id, question id) will have an entry 1 and an
incorrect answer will have an entry 0. Answers with no observation and held-out data (that will
be used for validation and test) will have an entry NaN (np.NaN).

3.2 Question Metadata

We also provide the question metadata, question_meta.csv, which contains the following columns:

• question id: ID of the question answered (starts from 0).

• subject id: The subject of the question covered in an area of mathematics. The text de-
scription of each subject is provided in subject_meta.csv.

1https://eedi.com/
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Figure 2: An example sparse matrix [1].

3.3 Student Metadata

Lastly, we provide the student metadata, student_meta.csv, that is composed of the following
columns:

• user id: ID of the student who answered the question (starts from 0).

• gender: Gender of the student, when available. 1 indicates a female, 2 indicates a male, and
0 indicates unspecified.

• data of birth: Birth date of the student, when available.

• premium pupil: Student’s eligibility for free school meals or pupil premium due to being
financially disadvantaged, when available.

4 Part A

In the first part of the project, you will implement and apply various machine learning algorithms
you studied in the course to predict students’ correctness of a given diagnostic question. Review the
course notes if you don’t recall the details of each algorithm. For this part, you will only be using
the primary data: train_data.csv, sparse_matrix.npz, valid_data.csv, and test_data.csv.
Moreover, you may use the helper functions provided in utils.py to load the dataset and evaluate
your model. You may also use any functions from packages NumPy, Scipy, Pandas, and PyTorch.
Make sure you understand the code instead of using it as a black box.

1. [5pts] k-Nearest Neighbor. In this problem, using the provided code at part_a/knn.py,
you will experiment with k-Nearest Neighbor (kNN) algorithm.

The provided kNN code performs collaborative filtering that uses other students’ answers
to predict whether the specific student can correctly answer some diagnostic questions. In
particular, the starter code implements user-based collaborative filtering: given a user, kNN
finds the closest user that similarly answered other questions and predicts the correctness
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based on the closest student’s correctness. The core underlying assumption is that if student
A has the same correct and incorrect answers on other diagnostic questions as student B, A’s
correctness on specific diagnostic questions matches that of student B.

(a) Complete a function main located at knn.py that runs kNN for different values of k ∈
{1, 6, 11, 16, 21, 26}. Plot and report the accuracy on the validation data as a function
of k.

(b) Choose k∗ that has the highest performance on validation data. Report the chosen k∗

and the final test accuracy.

(c) Implement a function knn_impute_by_item on the same file that performs item-based
collaborative filtering instead of user-based collaborative filtering. Given a question,
kNN finds the closest question that was answered similarly, and predicts the correctness
basted on the closest question’s correctness. State the underlying assumption on item-
based collaborative filtering. Repeat part (a) and (b) with item-based collaborative
filtering.

(d) Compare the test performance between user- and item- based collaborative filtering.
State which method performs better.

(e) List at least two potential limitations of kNN for the task you are given.

2. [15pts] Item Response Theory. In this problem, you will implement an Item-Response
Theory (IRT) model to predict students’ correctness to diagnostic questions.

The IRT assigns each student an ability value and each question a difficulty value to formulate
a probability distribution. In the one-parameter IRT model, βj represents the difficulty of
the question j, and θi that represents the i-th students ability. Then, the probability that
the question j is correctly answered by student i is formulated as:

p(cij = 1|θi, βj) =
exp (θi − βj)

1 + exp (θi − βj)

We provide the starter code in part_a/item_response.py.

(a) Derive the log-likelihood log p(C|θ,β) for all students and questions. Here C is the
sparse matrix. Also, show the derivative of the log-likelihood with respect to θi and βj
(Hint: recall the derivative of the logistic model with respect to the parameters).

(b) Implement missing functions in item_response.py that performs alternating gradient
descent on θ and β to maximize the log-likelihood. Report the hyperparameters you
selected. With your chosen hyperparameters, report the training curve that shows the
training and validation log-likelihoods as a function of iteration.

(c) With the implemented code, report the final validation and test accuracies.

(d) Select three questions j1, j2, and j3. Using the trained θ and β, plot three curves on
the same plot that shows the probability of the correct response p(cij = 1) as a function
of θ given a question j. Comment on the shape of the curves and briefly describe what
these curves represent.

3. [15pts] Matrix Factorization OR Neural Networks. In this question, please read both
option (i) and option (ii), but you only need to do one of the two.
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(i) Option 1: Matrix Factorization. In this problem, you will be implementing matrix
factorization methods. The starter code is located at part_a/matrix_factorization.

(a) Using a function svd_reconstruct that factorizes the sparse matrix using singular-
value decomposition, try out at least 5 different k and select the best k using the
validation set. Report the final validation and test performance with your chosen k.

(b) State one limitation of SVD in the task you are given. (Hint: how are you treating
the missing entries?)

(c) Implement functions als and update_u_z located at the same file that performs
alternating updates. You need to use SGD to update un ∈ Rk and zm ∈ Rk as
described in the docstring. To be noted, this is different from the alternating least
squares (ALS) we introduced in the course slides, where we used the direct solution.
As a reminder, the objective is as follows:

min
U,Z

1

2

∑
(n,m)∈O

(
Cnm − u⊤

n zm

)2
,

whereC is the sparse matrix andO = {(n,m) : entry (n,m) of matrix C is observed}.

(d) Learn the representations U and Z using ALS with SGD. Tune learning rate and
number of iterations. Report your chosen hyperparameters. Try at least 5 different
values of k and select the best k∗ that achieves the lowest validation accuracy.

(e) With your chosen k∗, plot and report how the training and validation squared-error-
losses change as a function of iteration. Also report final validation accuracy and
test accuracy.

(ii) Option 2: Neural Networks. In this problem, you will implement neural networks
to predict students’ correctness on a diagnostic question. Specifically, you will design an
autoencoder model. Given a user v ∈ RNquestions from a set of users S, our objective is:

min
θ

∑
v∈S

∥v − f(v;θ)∥22,

where f is the reconstruction of the input v. The network computes the following
function:

f(v;θ) = h(W(2)g(W(1)v + b(1)) + b(2)) ∈ RNquestions

for some activation functions h and g. In this question, you will be using sigmoid
activation functions for both. Here, W(1) ∈ Rk×Nquestions and W(2) ∈ RNquestions×k,
where k ∈ N is the latent dimension. We provide the starter code written in PyTorch at
part_a/neural_network.

(a) Describe at least three differences between ALS and neural networks.

(b) Implement a class AutoEncoder that performs a forward pass of the autoencoder
following the instructions in the docstring.

(c) Train the autoencoder using latent dimensions of k ∈ {10, 50, 100, 200, 500}. Also,
tune optimization hyperparameters such as learning rate and number of iterations.
Select k∗ that has the highest validation accuracy.
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(d) With your chosen k∗, plot and report how the training and validation objectives
changes as a function of epoch. Also, report the final test accuracy.

(e) Modify a function train so that the objective adds the L2 regularization. The
objective is as follows:

min
θ

∑
v∈S

∥v − f(v;θ)∥22 +
λ

2
(∥W(1)∥2F + ∥W(2)∥2F )

You may use a method get_weight_norm to obtain the regularization term. Using
the k and other hyperparameters selected from part (d), tune the regularization
penalty λ ∈ {0.001, 0.01, 0.1, 1}. With your chosen λ, report the final validation and
test accuracy. Does your model perform better with the regularization penalty?

4. [15pts] Ensemble. In this problem, you will be implementing bagging ensemble to im-
prove the stability and accuracy of your base models. Select and train 3 base models with
bootstrapping the training set. You may use the same or different base models. Your imple-
mentation should be completed in part_a/ensemble.py. To predict the correctness, generate
3 predictions by using the base model and average the predicted correctness. Report the final
validation and test accuracy. Explain the ensemble process you implemented. Do you obtain
better performance using the ensemble? Why or why not?

5 Part B

In the second part of the project, you will modify one of the algorithms you implemented in part A to
hopefully predict students’ answers to the diagnostic question with higher accuracy. In particular,
consider the results obtained in part A, reason about what factors are limiting the performance of
one of the methods (e.g. overfitting? underfitting? optimization difficulties?) and come up with
a proposed modification to the algorithm which could help address this problem. Rigorously test
the performance of your modified algorithm, and write up a report summarizing your results as
described below.

You will not be graded on how well the algorithm performs (i.e. its accuracy); rather, your grade
will be based on the quality of your analysis. Try to be creative! You may also optionally use the
provided metadata (question_meta.csv and student_meta.csv) to improve the accuracy of the
model. At last, you are free to use any third-party ideas or code as long as it is publicly available.
You must properly provide references to any work that is not your own in the write-up.

The length of your report for part B should be 3-4 pages. Don’t be afraid to keep the text short
and to include large illustrative figures. The guidelines and marking schemes are as follows:

1. [15pts] Formal Description: Precisely define the way in which you are extending the
algorithm. You should provide equations and possibly an algorithm box. Describe way your
proposed method should be expected to perform better. For instance, are you intending it to
improve the optimization, reduce overfitting, etc.?

2. [10pts] Figure or Diagram: that shows the overall model or idea. The idea is to make
your report more accessible, especially to readers who are starting by skimming your report.

3. [15pts] Comparison or Demonstration: Include:
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• A comparison of the accuracies obtained by your model to those from baseline models.
Include a table or a plot for an illustrative comparison.

• Based on the argument you gave for why your extension should help, design and carry
out an experiment to test your hypothesis. E.g., consider how you would disentangle
whether the benefits are due to optimization or regularization.

4. [15pts] Limitations: of your approach.

• Describe some settings in which we’d expect your approach to perform poorly, or where
all existing models fail.

• Try to guess or explain why these limitations are the way they are.

• Give some examples of possible extensions, ways to address these limitations, or open
problems.

6 Option 2

Your first task is to pick a project topic. If you’re looking for project ideas, please come to office
hours, and we’d be happy to brainstorm and suggest some project ideas. 2

1. Application project. This is the more common option: Pick an application that interests you,
and explore how best to apply learning algorithms to solve it.

2. Algorithmic project. Pick a problem or family of problems, and develop a new learning
algorithm, or a novel variant of an existing algorithm, to solve it.

Some projects will also combine elements of applications, algorithms and theory. Many fantastic
class projects come from students picking either an application area that they’re interested in, or
picking some subfield of machine learning that they want to explore more. So, pick something that
you can get excited and passionate about! Be brave rather than timid, and do feel free to propose
ambitious things that you’re excited about. (Just be sure to ask us for help if you’re uncertain how
to best get started.) Note how you are marked on your project does not hinge on the performance
of the methods on your chosen data, but rather in the care and consideration you’ve given to your
choice of methods and their implementation.

Once you have identified a topic of interest, it can be useful to look up existing research on relevant
topics by searching related keywords on an academic search engine such as: http://scholar.

google.com. Another important aspect of designing your project is to identify one or several
datasets suitable for your topic of interest. If that data needs considerable pre-processing to suit
your task, or if you intend to collect the needed data yourself, keep in mind that this is only one
part of the expected project work, but can often take considerable time. We still expect a solid
methodology and discussion of results, so pace your project accordingly.

Write a 3-5 page paper describing your project. As a guide, you might consider including the
following sections:

1. Introduction (What is the context and motivation for the problem you are solving?)

2. Literature Review (Did other people solve similar problems? How is your approach different?
We recommend citing at least three papers.)

2These directions are lifted from Stanford’s Intro to ML course.
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3. Problem Formulation (Formally describe the problem and your approach.)

4. Results (Describe the results, show figures as needed. What are the limitations of your work
or future work that needs to be done?)

5. Conclusions (What are the main takeaways?)

This is a rubric for your project:

1. Proposal (due March 10) [10%]. Write half a page or so on what you intend to do, so we can
help troubleshoot potential issues. Describe the problem and dataset(s) you plan on using.
We will not accept late proposals.

2. Quality [50%] Is the report technically sound? Are claims well-supported by theoretical
analysis or experimental results? Are the authors careful (and honest) about evaluating both
the strengths and weaknesses of the work?

3. Clarity [20%] Is the report clearly written? Is it well-organized? Are the figures/tables
properly labeled? (A superbly written report provides enough information for the expert
reader to reproduce its results.)

4. Originality [20%] Are the problems or approaches new? Is this a novel combination of familiar
techniques? Is it clear how this work differs from previous contributions? Is related work
adequately referenced?

7 Friendly Advice

• Read carefully! Make sure you are following the guidelines. Read this document carefully
to understand the dataset, what you are asked to implement and demonstrate, etc. Ask
questions on Piazza and visit office hours if you are unsure of any requirements.

• Be honest! You are not being marked on how good the results are. It doesn’t matter if
your method is better or worse than the ones you compare to. What matters is that you
clearly describe the problem, your method, what you did, and what the results were. Just be
scientific.

• Be careful! Don’t do things like test on your training data, set hyperparameters using test
accuracy, compare unfairly against other methods, include plots with unlabeled axes, use
undefined symbols in equations, etc. Do sensible crosschecks like running your algorithms
several times to understand the between-run variability, performing gradient checking, etc.
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