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ABSTRACT

The intensive computational requirements of training deep neural
networks (DNNs) have significantly driven the adoption of DNN
accelerators like Graph Processing Units (GPU). However, select-
ing the most suitable GPU from all candidates with drastically
different specifications and prices is still a challenging problem.
While directly measuring the performance of DNN training tasks
on every candidate is prohibitive, and not always available due to
hardware shortage, an accurate performance predictor can assist
in the decision-making. However, most existing performance pre-
dictors cannot predict the GPU memory footprint in an accurate,
generalizable, and interpretable manner, which is crucial to the fea-
sibility and performance of running the DNN model on real GPUs.
Moreover, many optimizations for DNN training, such as mixed
precision training and checkpointing, can significantly impact per-
formance. However, such hardware-dependent optimizations are
not considered by existing performance predictors.

In this work, we propose a novel performance predictor contain-
ing (1) a memory footprint predictor with better generalizability
and interoperability; (2) a runtime predictor supporting hardware-
dependent optimizations. Experiments show that our memory foot-
print predictor achieves an average error of 2.7% on CNN models
and 0.9% on transformers, and the runtime predictor achieves an
average error of 10.5% on the CNN and transformer models.
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1 INTRODUCTION

Recent advances of deep learning (DL) in various fields such as
computer vision [25, 31, 74], natural language processing [14, 23, 75,
76], recommendation systems [83], and game playing [51, 68] have
spurred the development of accelerators for deep neural networks
(DNN) (e.g., GPUs [43], TPUs [40], and NPUs [2, 3, 8, 39, 47-49, 54]).

Among them, GPUs are one of the most popular families of accel-
erators. To support different budgets and scenarios such as training
and inference, the hardware vendors and cloud service providers
offer a wide spectrum of GPUs with different prices and specifica-
tions, including computation capability and device memory size.
For example, public cloud providers such as Amazon Web Services
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(AWS), Microsoft Azure, and Google Cloud Platform (GCP) have
different pricing strategies [1, 57] for GPUs with different comput-
ing capabilities. While it manifests a more accessible spectrum of
GPUs to users, it is also critical for users to choose the most suitable
GPU depending on their time or budget constraints.

One way to achieve this target is to manually deploy the DNN
model on different GPUs to analyze the feasibility and the perfor-
mance of the DNN workload. However, this method is not always
feasible due to the limited availability of hardware resources [55].
It requires access to every possible GPU in advance, but the desired
devices are not always available due to the limited quota. To make
things worse, this method is often laborious and not cost-efficient.
If a DNN memory and performance predictor was available, choos-
ing the most suitable GPU could be done automatically without
deploying and benchmarking the DNN model on actual GPUs, and
users only need to pick up a candidate from the predicted price-
performance Pareto optimal boundary.

To satisfy the needs, many existing works propose performance
prediction techniques [28, 30, 52, 64, 87]. However, they are still
not satisfactory due to two main limitations. First, many works
merely focus on performance prediction but ignore the prediction
of memory usage, while existing memory usage predictors suffer
from heavy human intervention [29] or insufficient generalizabil-
ity [28]; Second, existing performance predictors are unaware of
optimizations that depend on hardware specifications, which limits
the applicability of DNN performance predictors and hence leads
to inaccurate and ineffective predictions.

Memory usage is a decisive factor in the performance of DNN
applications, which can affect choosing the optimal GPU model. It
decides the upper bound of the model size and the maximal batch
size, which influences the throughput significantly, especially for a
tight memory budget and small batch sizes, as shown in Figure 2.
Without an accurate memory predictor, the performance prediction
could be invalidated as the execution of the DNN may not even
be feasible on a particular GPU. The recent breakthrough of large
models such as GPT [62] has further deteriorated the feasibility
of existing DNN predictors since their increasing model size im-
plies a more stringent requirement of on-device memory [58, 65].
Furthermore, memory is also an important indicator for decision-
making in optimizations since many DNN optimizations are trading
between memory and runtime, which, in turn, results in inaccu-
rate performance predictions. For example, gradient checkpoint-
ing [11, 17, 37, 45, 84] discards some intermediate activation values
during the forward pass. It can significantly reduce the memory
footprint of DNN training, which enables more economic GPU
models, as shown in Table 1. If the performance predictor does not
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Figure 1: Overview of BOOM. The whole workflow of BOOM consists of two stages: (1) Building stage (discussed in Section 4),
where it builds operator runtime predictor for each target device (GPU model) based on the collected runtime information. In

BOOM, we use an NN-based predictor for complicated oper.

ators like convolutions, while using linear projection for simple

operators like element-wise operators. The procedure of data collecting and prediction model training is carried out only once
for each GPU model. (2) Deploy stage, where the predictor built in the previous stage predicts the performance of the input
model, hyper-parameters, and workloads. In this stage, the predictor can be reused if the GPU model is the same. BOOM runs

the model on the local device and collect traces and runtime

information. With our proposed fake memory allocator (discussed

in Section 3), we can run models exceeding the local device’s memory constraint, which is a bottleneck for prior works like

Habitat and Skyline. Memory footprint is also done during
with collected traces to produce runtime prediction.

Table 1: How memory capacity and hardware-dependent op-
timizations affect the choice of the optimal GPU models.
Gradient checkpointing (ckpt in the table) enables training a
GPT-like language model on much cheaper (4x cheaper) com-
modity GPUs (e.g. RTX 3090 or 4090) by reducing memory
footprint. Without it, users have to use expensive high-end
GPUs such as A100. The price data is from vast.ai [9], a GPU
rental service.

‘ ‘ Memory ‘ Throughput ‘ Throughput/$ ‘

A100 40 GiB 100% 100%
RTX 3090 24 GiB OOM OOM
RTX 3090 + ckpt 24 GiB 60% 380%
RTX 4090 24 GiB OOM OOM
RTX 4090 + ckpt 24 GiB 80% 260%
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Figure 2: Memory capacity determines the maximum batch
size, which significantly affects the final throughput. Mea-
sured on running GPT2,rge on an RTX 3090. If we overesti-
mate memory usage by 10%, we will wrongly predict that it
will run out of memory, and thus we have to fall back using
batch size=2, which causes 10% throughput drop.

consider memory usage, these options will be neglected, causing
potentially unnecessary overspending.

Existing DNN memory prediction techniques [28, 29] try to ad-
dress these challenges by directly analyzing the computational
graphs. However, they need either heavy engineering effort and

this procedure. BOOM then calls the operator runtime predictor

expert knowledge, or building an end-to-end ML pipeline, making
it hard to maintain and adapt to new operators and optimizations.
Another method is profile-then-extrapolate, which runs the model
on devices we already have in hand (local device, e.g. a commodity
GPU and extrapolate [80] based on the profiling result. Their im-
plementation is much simpler, but they are limited by the memory
constraint of the local devices.

In this work, we propose a new cross-device DNN memory and
performance predictor called BOOM (Before Out-Of-Memory), of
which the overview is shown in Figure 1. For memory predictions,
BOOM leverages two insights that 1) we can measure memory foot-
print by tracing calls to the device memory allocator and 2) the cor-
rectness of computational result is not necessary for accurate memory
footprint measurement since the control flows of DNN workloads
usually do not depend on the data in the device memory. BOOM can
hence allow the device memory allocator to reuse allocated memory,
which enables allocation exceeding the memory constraint of the
local device. As a result, BOOM only needs to measure the memory
footprint to produce accurate DNN memory usage predictions.

For more accurate performance predictions, we observe that the
vanilla MLPs used in existing ML-based predictors fail to capture
the highly discontinuous patterns of GPU performance curves. To
handle this problem, we propose a data augmentation technique,
which significantly improves its generalization ability to handle
the discontinuous pattern of GPU performance curves. Compared
with previous approaches, BOOM produces more accurate DNN
performance predictions on the target accelerator with the consid-
eration of hardware-dependent optimizations, which have not been
well-studied to our best knowledge.

Our main contributions can be summarized as follows:

e We are the first to identify the problem of existing approaches
on accurate memory and performance prediction of DNNs that
involve hardware-dependent optimizations;

e We propose a novel memory prediction method by overriding
the memory allocator, which is more generalizable, explainable,
and extensible to new operators and optimizations, with the least
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human interference. It achieves an average error of 2.7% on CNN
models, 0.9% on transformers, and 3.5% on NAS models.

e We improve the accuracy of runtime prediction by data augmen-
tation and extend it to support more optimizations. It achieves
an average error of 10.5%.

2 BACKGROUND
2.1 DNN Optimizations

DNN training has been notorious for being costly in time, money,
and energy [56, 72, 86], and the techniques to improve the efficiency
of DNNSs training are highly demanded. There are many works
targeted at optimizing DNNs. Table 2 lists some optimizations for
DNN training. Among these, many are optional and not enabled
in popular DL frameworks by default because they are trading off
among several metrics. While they have the potential to improve
one metric, they also run the danger of harming others. Users need
to decide whether to turn them on, considering the workload and
hardware. For example, checkpointing discards some intermediate
results during forward computation and re-computes them when
needed, trading computational redundancy for a lower memory
footprint. It is helpful when we train a large model on a device with
a tight memory constraint. We call such optimizations hardware-
dependent optimizations.

2.2 Framework-Level Memory Management

Instead of directly using CUDA’s memory management APIs like
cudaMalloc and cudaFree, DL frameworks usually have their own
device memory management between CUDA and the user pro-
grams [29] to leverage more DL-specific optimizations. For exam-
ple, PyTorch uses its own caching allocator [7, 60]. When the user
program requests to release a tensor, PyTorch will cache its memory
space for potential future reuse instead of directly calling cudaFree,
which might cause slow down. PyTorch’s allocator also has param-
eters specifically tuned for DL to avoid fragmentation, such as 512
bytes as the minimal unit of allocation. Figure 3a shows how the
PyTorch allocator bridges user programs and lower-level libraries.

2.3 Profiling Tools of DNNs

The foundation of performance prediction is to accurately measure
the duration of each component of a DNN model, where profiling
tools play an essential role. DL frameworks usually provide their
own profiling utilities. Compared with hardware-level profilers (e.g.
Nsight Systems [6] and Nsight Compute [5]), they have a higher-
level interface with richer semantic information specific to the DNN
workloads. For example, PyTorch has a built-in profiling tool [60]
producing a clear timeline structure, which can be seen as the result
of serialization of the computational graph. It provides extra DNN-
specific information like the call stack from the top-level module
to basic operators and links between GPU kernels and their CPU
callers, which significantly simplifies further analysis. Our runtime
predictor is built on top of PyTorch’s profiler.

CUDA Allocator Virtual Allocator
A

A

CudaMalloc o CudaMalloc
v nvidia-smi v

PyTorch Allocator

A
@ € [0.target_addr]
reserved

JJ malloc

O € [0.target_addr]

PyTorch Allocator

cached O OO
allocated D O O O
7y 4
malloc O o
A

User Program

(a) PyTorch Memory Allocator

% € [0.local_addr]

User Program

(b) Fake Memory Allocator

Figure 3: Two-layer allocator: (a) shows how PyTorch’s allo-
cator acts as an intermediate role between the user programs
and the underlying CUDA allocator. It also shows the ranges
of memory included by different memory usage measure-
ment APIs; (b) shows how we enable the allocator to ‘allocate’
more space than the real device memory. The grey blocks are
modified components. We replace the CUDA allocator with
a virtual allocator running on a larger target address space
and use an address mapping component to map it back to
the local address space which is accessible to user programs.

3 MEMORY USAGE PREDICTOR

In this section, we analyze the challenges of DNN memory predic-
tion and then propose a novel memory footprint prediction tech-
nique that allows the allocator to “allocate” more space than the
local device memory limit, thereby reducing the memory prediction
problem into memory measurement.

3.1 Challenges

The difficulties of accurate DNN memory prediction include:
Distribution of memory usage across the software stack. Mem-
ory usage is distributed across different layers of the software stack
including drivers, libraries, frameworks, and user programs, which
leads to different results when profiling the memory usage at dif-
ferent layers. For example, in PyTorch, max_memory_allocated re-
turns the memory used by all tensors, while max_memory_reserved
returns all memory managed by PyTorch caching allocator [7],
including freed but cached memory areas and fragmentation.
nvidia-smi is a tool provided by NVIDIA to monitor the status of
GPUs, including temperature, clock, and memory. Its total mem-
ory usage numbers are the most accurate and inclusive. Figure 4
visualizes the non-negligible difference (at gigabyte granularity) of
measured memory footprints via different APIs. Hence, an accu-
rate memory predictor must align with the most inclusive API, i.e.,
nvidia-smi.

Sensitivity of memory footprint to details in user code. The
final memory footprint is sensitive to many tiny options and details
in the code, and it is hard to model all of them manually. For exam-
ple, enabling the set_to_zero option when zeroing the gradient
tensor at the beginning of each training iteration might lead to
different behaviors of the memory allocator. Moreover, the algo-
rithm selection of cuDNN [19] can affect memory usage, which has
several options exposed to the users. However, existing memory
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Table 2: Optimizations for DNN. ) means improvements such as reducing computational redundancy or memory usage, and
) means deterioration such as more redundancy, more memory usage, or lower accuracy. “?” means the effects depend on
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Figure 4: Memory footprint measured by different APIs

predictors suffer from either prohibitive engineering efforts of man-
ually encoding rules or the lack of generalizability and extensibility.
We will discuss it in detail in Section 7.

3.2 Key Idea: Fake Memory Allocator

The key idea of our memory prediction technique is to actually “run”
the DNN model and measure the memory footprint, which naturally
solves the two challenges mentioned above. However, it requires
that the local device we have in hand has sufficient memory, which
cannot be satisfied with large input models. To make things worse,
running large models is also time-consuming. To address these
two problems, we adopt two techniques: 1) using a fake memory
allocator to loosen the memory constraint of the local device; 2)
skipping unnecessary tensor computation. They are based on the
following two observations:

Observation 1: Large blocks of memory, including all tensors,
are managed by the framework memory allocator. By track-
ing the calls to the memory allocator, we can record all memory
allocation and free requests, hence the memory usage throughout
the execution.

Observation 2: The control flow and memory access pattern
of most DNN models do not depend on exact tensor values.
Specifically, if we view DNN models in the graph-kernel hierarchy,
most models have no graph-level control flow. For example, sequen-
tial models like VGG [69] are always executed sequentially. While
some other models [31, 73] have branches in the computational
graph, both branches need to be fully executed regardless of the

Target Address Space (Mutually exclusive)

/A ASSSS S|

block 1 block 2 free

Local Address Space (with overlap)

block 1 block 2 free

Figure 5: How we map the larger target address space to the
smaller local address space by allowing overlapping between
memory blocks, done in address mapping in Figure 3b.

inputs. At the kernel level, the order of all memory accessing in-
structions of most kernels is exactly identical if the shape of inputs
is fixed, regardless of the exact values stored in the tensor.

Based on these two observations, our first idea is to replace
the CUDA memory allocator with a fake allocator that works on
an imaginary address space that has the same size as the target
device memory (target memory space), as shown in Figure 3b. It
has the same APIs as the original CUDA allocator, so the caching
mechanism of PyTorch still works properly with it.

However, since the address space is imaginary, we must map
it to an accessible memory region on the local device in order to
prevent user programs from invalid memory accesses. This address
mapping process is done before the address is returned to down-
stream programs, as shown in Figure 3b. Specifically, our solution
to make mapping a larger memory space onto a smaller region
possible is to lift the constraint of mutual exclusivity. As shown in
Figure 5, memory blocks in the target memory space are mutually
exclusive, but they are allowed to overlap with each other after
address mapping.

As a result of lifting mutual exclusivity, we lose the guarantee
of the correctness of numeric computations. Nevertheless, this is
acceptable as we are only concerned with precise memory consump-
tion measurement. Observations 1 and 2 lead to a corollary that the
exact tensor data will not affect when and where the memory allo-
cation and free will be called. Thus, if we manipulate the memory
allocator and return a wrong but accessible address, the kernels
should still work normally. While the results will be numerically



BOOM: Use your Desktop to Accurately Predict the Performance of Large Deep Neural Networks

incorrect, given Observation 2, the calls to the memory manage-
ment functions will not be affected, and hence we can book-keep
the memory usage correctly.

Furthermore, since the computation results are not important
for memory usage measurement, we can skip the computation of
an operator whenever it does not affect memory measurement.
It also enables our memory predictor to support operators with
constraints on their inputs (e.g. logarithm, which requires the input
to be positive) since the numerical operations will not be triggered.
We skip the CUDA computation by a) override cudaKernellLaunch,
b) remove the calls to libraries such as cuBlas and cuDNN.

There are still exceptions where we cannot skip the computation,
such as the operators involving algorithm selections of cuDNN
(e.g. convolution) since different algorithms can lead to different
memory footprints. Hence, the fake allocator still guarantees a
range of accessible memory for them.

3.3 Implementation

In this section, we discuss the implementation details of the memory
consumption predictor. Shown as the two grey blocks in Figure 3b,
it consists of two parts: 1) a virtual allocator running on the address
space of the target device; 2) an address mapping component trans-
lating addresses from the target device address space to that of the
local device. We call the combination of them a fake allocator.
Two-level Fake Allocator. We override the CUDA allocator with
a purely virtual allocator working on the target address space. It
simulates the behavior of a normal allocator on the target device
with a potentially larger address space. The addresses it returns
always satisfy mutual exclusivity. We call them target addresses.
For the framework allocator, to map a target address to an ac-
cessible local address, it will first allocate a large memory pool
(we call it the scratchpad) when being launched, onto which the
target address will be projected. We organize the scratchpad as a
ring. We maintain a pointer starting from the address 0 (w.r.t. the
scratchpad). Each time there is an allocation request, we return
the address where the pointer is as the local address, increase the
local address and its corresponding target address to the address
map, and move forward the pointer as many bytes as the requested
size. If the pointer exceeds the end of the scratchpad, we take the
remainder of the pointer divided by the scratchpad size as the new
pointer, which means it restarts from the head. If the pointer is
too close to the end of the scratchpad that the remaining space is
less than the requested size, we need to move the pointer back to
ensure the requested size of bytes after it is accessible. Finally, if
the allocator finds that the address has already been occupied by
an entry in the map, it will look backward to find an empty slot.
The dependency of these two levels is not unidirectional. When
the framework allocator calls cudaFree, we need to find the target
address which the requested local address was translated into. So
we need another map from the local address to its corresponding
target address.
Infeasibility of a single-level fake allocator. Another way
to manipulate the allocator is to directly override cudaMalloc
and cudaFree. This solution is simple and appealing as it is non-
intrusive — we do not need to modify even a single line of the
framework.

However, this solution is infeasible for a fundamental reason —
the conflicts between the framework allocator and the lower-level
allocator. The correctness of the behavior of framework-level allo-
cators relies on the mutual exclusivity of the lower-level allocator,
which the fake allocator has broken. A counterexample is shown
in Figure 6, where PyTorch’s caching allocator splits a freed but
cached memory block and returns the split point (marked with
the red triangle) as the response to an allocation request with a
smaller size. However, the lower-level allocator is unaware of this
allocation. Without mutual exclusivity, our fake allocator might
still return the split point for another allocation request even if it is
already used, causing a collision.

Step 1: allocate using (fake)cudaMalloc
| allocated | free

Step 2: free, but cached by PyTorch
[ cached [ free |

Step 3: PyTorch allocator reuses the cached space
(cudaMalloc is unaware of this)
[ cached [ allocated [ free |

Step 4: cudaMalloc reuses this address, causing a collision!

[ cached [ allocated [ free |
A

Figure 6: An example of collisions of the framework alloca-
tor and the lower level allocator. As they are decoupled, the
framework allocator cannot signal to the lower-level alloca-
tor that an address is used, causing collisions.

Memory footprint beyond cudaMalloc. The memory usage mea-
surement given by the fake allocator is supposed to be equal to
the total amount of memory managed by the framework (which
can be queried using torch.cuda.max_memory_reserved in Py-
Torch). But there is still a gap between it and the number given by
nvidia-smi. The gap is mainly due to the memory consumed by
the drivers, libraries, and CUDA contexts [29]. The gap measured
by three different APIs is shown in Figure 4. We find that the gap
is a constant depending on what libraries the task involves. For
instance, vision tasks requiring cuDNN libraries usually require
more memory due to the extra dependencies. Fortunately, the gap
is a constant which can be measured by running a small matrix
multiplication and a small convolution.

4 RUNTIME PREDICTOR

In this section, we discuss the challenges of runtime prediction
of deep learning. Then we will propose a new runtime prediction
technique to address these challenges.

4.1 Challenges

Hardware-dependent optimizations. As mentioned in Section 2.1,
there are many optional hardware-dependent optimizations left for
DL developers or auto-tuning policies to decide whether to turn
them on. These optimizations could influence the runtime dramati-
cally. However, to the best of our knowledge, existing works [30,
52, 53, 64, 71] do not take those optimizations into consideration,
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Figure 7: How GPU frequency and the running time of a sin-
gle convolution layer and a whole model change as time goes
by. Note that we use the same Y-axis scale for GPU frequen-
cies for different workloads on the same device, showing
different clocks they are running under.

severely restricting their usefulness in real-life optimization scenar-
ios. While Daydream [87] supports predicting the performance of
DNN:ss after optimization, it only runs on the local device, making
it unsuitable for cross-device performance prediction.
Consistency of GPU frequencies. Many existing performance
prediction techniques adopt the assumptions [30, 37, 38] that 1)
the total runtime of the DNN model is approximately equal to the
sum of the runtime of each operator, and 2) the runtime of each
operator can be measured independently, i.e. the duration of an
operator as a part of a DNN model should be the same as that if
we measure it separately. However, these two assumptions hold
only if the GPU clock is consistent between individual operator
measurements and the whole model execution. We have observed
the measurement results can be time-varying and dependent on
the specific workloads. We find that there are at least two scenarios
during the measurement worth noticing (see Figure 7):

(1) In along-term task, we have observed a decrease in GPU fre-
quency over time. Consequently, even when repeating the same
task, the measured time gradually increases before reaching
a stable value. It often requires several hundred warm-up it-
erations to achieve a steady GPU frequency. The difference
between the measurements of the first several iterations and
the stable value can be up to more than 10%, as demonstrated
in Figure 7.

(2) GPUs might use different frequencies for different workloads. In
our case, it is possible for a single-operator and a whole-model
measurement to run under different clock frequencies due to
their different computational intensities. As a result, different
GPU clock frequencies are observed. The difference between
the GPU clock speeds during two different tasks can be up to
25% as shown in Figure 7.

In comparison, Habitat does not account for the consistency
of GPU frequencies, so its predictions must be calibrated using
both the predicted and measured runtime on the local device. This
process involves training a prediction model specifically for the
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Figure 9: Discontinuous patterns are more obvious with Ten-
sor Cores enabled. Measured running time of batched matrix
multiplication with input shapes [7, 128, 1024] and [7, 1024,
X] on Tesla T4. The X-Axis is X.

local device and running the model on the device itself, which takes
more time and is limited by the local device’s memory capacity.
Discontinuous patterns of GPU performance curves. We ob-
serve that when we change one dimension of the input shape, the
runtime does not necessarily scale continuously, but shows discon-
tinuous patterns like step functions, as shown in Figure 8. Directly
using vanilla MLPs as in existing works [30, 41] to fit the perfor-
mance curve will incur large errors as it is too smooth, especially
at discontinuities. The situation even deteriorates if we enable Ten-
sor Cores because libraries like cuBLAS [4] and cuDNN [19] will
only leverage Tensor Cores when the input shapes satisfy some
constraints (e.g., multiples of 4 or 8). So the performance curves are
highly discontinuous, as shown in Figure 9.

One argument is that although vanilla MLPs cannot fit the dis-
continuous patterns perfectly, they still capture the general trend of
performance curves and the prediction error of operators’ runtime
might offset with each other. However, the conjecture is not true,
due to two reasons:

(1) Certain hyperparameters remain constant across all layers, such
as the batch size. If the predictor consistently overestimates the
target values for a particular batch size, the final outcome will
be an accumulated overestimation.

(2) The discontinuous points in performance curves are usually
powers of two or multiples of them (e.g., 32, 64, 96). Unfortu-
nately, these numbers are also the most common parameters
used by DL models.

Therefore, the predictor should be able to capture the discontin-
uous patterns.

4.2 Our Design

Since neural networks can be represented by computational graphs
consisting of operators, runtime prediction can be done by predict-
ing each operator’s runtime and subsequently aggregating them.
One key difference between memory and runtime prediction is that
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the runtime is additive while the memory footprint is not. The run-
time of the whole model can be decomposed into operators, while
the memory usage changes with time as the program allocates and
releases memory. We use machine learning only in runtime pre-
diction because predicting the runtime of individual operators is
much simpler than building a predictor that takes whole models as
inputs.

Cost analysis of building ML-based predictor. ML-based pre-
diction may introduce certain overheads, which mainly come from
two aspects: 1) data collection; 2) model training. Since we use a
very light-weight NN-based model for our predictor that can be
trained in a short time, the major overhead comes from data collec-
tion. For BOOM’s runtime predictor, we collect data on the target
hardware, which is performed only once for each GPU model. Once
the predictor is trained, users can leverage BOOM to obtain pre-
dictions for DNN inference and training jobs across various neural
networks and hyper-parameters. This predictor can also be reused
by other users who have the same GPU model. Although the data
collection process can take several hours, this overhead is relatively
minor compared to the typically lengthy upgrade cycles of GPU
models. This step can be carried out by the vendor, cloud-service
providers, or volunteers who can access the target device, as the
target device is treated as a black box. The whole pipeline of the
ML-based predictor is shown in Figure 1. More discussion about
the cost of building datasets and the required amount of data can
be found in Section 5.2.

Complex operators. For each kind of large operator (e.g., conv2d,
linear, bmm), we build an 8-layer MLP model which takes the
parameters of the input operator (e.g., the number of input/output
channels, the size of filters, the size of input tensor) as the inputs,
and produces the predicted run time of the individual operator.
The training dataset is collected by measuring the runtime of each
operator with randomly generated inputs and parameters on the
target device. We use the same hyper-parameters and range of
shapes as Habitat [30], with additional features about data types.
For each operator, we uniformly sample hyper-parameters and
shapes of input tensors, discard invalid inputs, and measure the
time of three repetitive runs after three warm-up iterations.
Simple operators. DNNs contain numerous small element-wise
operators, especially in activation layers and optimizers. They are
usually memory-bound. We find that the runtime of element-wise
operators is approximately equal to the memory I/O divided by
the memory bandwidth, i.e. it scales linearly with I/O. For other
small operators that the NN-based predictor does not cover, we
treat them as element-wise operators, which might introduce some
errors. However, the error would not affect the final result too much
due to their small proportion in total runtime.

4.3 Implementation

In this section, we discuss how we handle the challenges we men-
tioned in Section 4.1.

Hardware-Dependent Optimizations. Many hardware-
dependent optimizations can be represented in the graph-operator
hierarchy. As a proof of concept, we showed how to support several
popular optimizations such as changing batch size, automatic
mixed precision training (AMP), and gradient checkpointing. For

the rest of the optimizations, we discuss our approach to their
prediction in Section 6.

e Changing batch size: Changing batch size does not change the
timeline, but only scales the length of each operator. Batch size is
already an input feature of the NN predictor, so it can naturally
support variable batch sizes.

e Low-precision: We build an operator performance dataset for
each precision and add one dimension of the input feature to
represent the data type to the NN predictor. Some type casting
operators might be introduced, which are treated as element-wise
operators.

e Gradient Checkpointing: Checkpointing discards some in-
termediate computational results during forward propagation
and re-computes them during backward propagation when they
are needed. Its modification to the computational graph is lim-
ited to adding some forward computation operators in the re-
computation phase. The PyTorch profiler can capture these mod-
ifications and include them in the timeline, and the newly added
operators can be supported by the operator runtime predictor.

Consistency of GPU clocks. During sampling and measuring, the
GPU keeps executing kernels with high computational intensity,
leading to a lower clock speed as shown in Figure 7. We add sleep
instructions between two measurements and adjust the interval to
ensure the GPU clock speed is aligned with real-world scenarios.
During testing, we need a long period of warm-up to ensure the
GPU clock speed converges to be stable.

Data Augmentation. We enhance the ability of MLPs to fit dis-
continuous curves by data augmentation. In Figure 8 we find the
period of discontinuity in terms of batch size is 16, so we add the
remainder of the batch size divided by 16 to the input feature. We
further convert it into a one-hot representation to strengthen its ex-
pressive power. So the feature representing the batch size fiatch_size
can be formally written as (where @ means concatenation):

Soatch_size = [batch_size] @ onehot(batch_size%16)

We apply similar augmentations to other parameters including
input/output channels and image size, and concatenate the aug-
mented features. Divisors other than 16 to get optimal accuracy
also can be used. Since the time for training an NN-based predic-
tor is negligible compared to that used in data sampling, we can
perform a grid search to find the optimal parameters. This hyper-
parameter is fixed after the prediction model is built. More details
of the hyper-parameters used can be found in Table 3.

5 EVALUATION

BOOM is designed for cross-device performance prediction for DNN
models, encompassing both memory and runtime prediction. There-
fore our evaluations aims to determine: 1) BOOM can accurately
predict the memory footprint of DNN models with different op-
tions and optimizations (batch size, AMP, gradient checkpointing);
2) BOOM can accurately predict the runtime of DNN models with
different optimizations; 3) BOOM can predict the performance of
DNN models exceeding the memory constraint of the local de-
vice. Additionally, we also compare BOOM with state-of-the-art
baselines in terms of functionality and prediction accuracy.



Table 3: Details of feature engineering. Listed features are
used to train the prediction model together with the one-
hot representation of the resulting modulo (the remainder
when divided by a chosen constant). Kernel size and stride
in conv2d are also encoded as one-hot vectors.

batched matmul
(bsz X L X M X N) H conv2d
bsz bsz %8 bsz bsz %32
L L%8 in_channels in_channels % 64
M M%8 out_channels | out_channels % 64
N N %8 image_size image_size % 4

Table 4: Hardware platforms we use in evaluation

GPU | GPURAM | Micro Arch | FP32 TFLOPS
RTX 2080Ti | 12 GiB Turing 13.45
RTX 3090 24 GiB Ampere 35.58
T4 (AWS) 16 GiB Turing 8.14
V100 (AWS) | 16 GiB Volta 14.13
RTX 2070 | 8GiB | Turing | 7.47

Hardware. We use four different NVIDIA GPUs as the target de-
vice: RTX 2080 Ti, RTX 3090, T4, and V100. We use RTX 2070 as
our local device. These devices belong to different generations of
microarchitecture and are offered in different forms. RTX 2070,
RTX 2080, and RTX 3090 are offered as bare-metal machines, while
Tesla T4 and Tesla V100 are offered as cloud instances (G4 and P3
respectively) by Amazon Web Services. They also vary in memory
size and computation power (represented as FP32 TFLOPS in the
table), among which the local device is the weakest one.

Software. We use PyTorch 1.12 and CUDA 11.6. Since we modified
the source code of PyTorch, we need to build it from the source.

Baselines. We choose state-of-the-art performance prediction tools
as baselines to compare in our evaluation. However, there are no
open-source cross-device memory predictors available to the best of
our knowledge. To address this, we re-implemented DNNPerf [28]
based on the description in their paper. For runtime prediction,
Daydream [87] and Skyline [80] are not designed for cross-device
prediction. Habitat [30] is a cross-device runtime predictor that
employs wave scaling and ML-based prediction. Therefore, we
select Habitat as the baseline for comparison.

5.1 Evaluating Memory Predictor

In this section, we evaluate our memory predictor on different
models including CNNs and transformers. We also evaluate the
predictor with Automatic Mixed Precision (AMP). We implement a
two-layer fake memory allocator in PyTorch as shown in Section 3a
and block the launch of many operators, with less than 500 lines of
code committed. We use RTX 2070 (8 GiB) as our local device and
RTX 3090 (24 GiB) as the target device to highlight the substantial
difference in GPU memory capacity.
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Figure 10: Memory footprint prediction of different input
models and batch sizes. The memory constraint of the local
device (8 GiB) is highlighted in red.

CNNs. We tested our memory predictor on three CNN models from
Torchvision [21], namely ResNet50 [31], DenseNet201 [34] and
MobileNetV3age [32]. We turn on the cuDNN benchmark option
and exclude the first iteration where the benchmark happens. We
choose three different batch sizes for each model. Figure 10a shows
the result. Note that the GPU memory of the local device is 8 GiB.
So the results beyond 8 GiB show the ability of the predictor to
simulate models exceeding the local device memory constraint. The
overall prediction error of the test cases is 2.7%.

Transformers. We use three transformer models for sequence pre-
diction from HuggingFace’s transformers library [79], namely
BERTLARGE [23], GPT2Mmeprum [62] and ALBERTY ARGE [46]. We
set the sequence length as 512 and vary the batch sizes. Figure 10b
shows the result. The overall prediction error of the test cases is
0.9%. We find the error of predicting the memory footprint of trans-
former models is smaller than CNN models and we attribute it to
the inconsistency generated in the algorithm selection of cuDNN
in different hardware.

Comparison to state-of-the-art baseline. We compare our predictor
with the ML-based memory predictor in DNNPerf [28]. Since it’s
not open-source, we implement it according to the description in
the paper. We collect 9,062 CNN models from NATS-Bench [24], a
NAS dataset, and measure their memory footprint. We randomly
sample 70% data as the training dataset and leave the rest for testing.
We also measure ResNet18 with the image size as 224 x 224 and
batch sizes from 8 to 128 as the unseen testing set.

As shown in Table 5, BOOM achieves a comparable accuracy on
the NAST dataset while winning by a wide margin on the unseen
ResNet tests. Note that the NAST training and testing sets are very
similar, so it is an optimistic measurement for DNNPerf. It shows
our method has a stronger generalization ability.
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Table 5: Accuracy comparison of memory footprint predic-
tion between BOOM and DNNPerf

| BOOM DNNPerf

NAST 35% 3.3%
ResNet (unseen) 6.6% 25.2%

5.2 Evaluating Runtime Predictor

End-to-end prediction accuracy. We test our runtime predictor on
three CNN models (VGG19 [69], ResNet50 [31], InceptionV3 [73])
from Torchvision and two transformer models BERTgasg and GPT2
from Hugging Face transformers, with different batch sizes in
both FP32 and AMP training. We measure the wall-clock time of
100 contiguous end-to-end training iterations after 100 iterations of
dry run to avoid the GPU clock inconsistency problem (Section 4.1).

For FP32 training, we compare BOOM with Habitat, of which the
result is shown in Figure 11. The prediction error given by BOOM
is 7.8%, while the error of Habitat is 13.5%. Since Habitat does not
support automatic mixed precision (AMP), we only report the error
of BOOM, as shown in Figure 12. BOOM achieves an average error
of 13.3% on AMP. The overall testing error including FP32 and AMP
training of BOOM is 10.5%.

In conclusion, BOOM can achieve higher accuracy than Habitat,
support predicting DNNs exceeding the local device memory, and
support more features such as AMP.

Data amount and operator runtime prediction accuracy. Sampling
and measuring are the most costly stages in the process of building
an NN-based prediction model. Hence, it is important to estimate
the required amount of data for training an accurate enough model.
We randomly sample subsets of different sizes from the entire train-
ing set, train NN predictors on them respectively, and test them
on the testing set. Figure 13 shows the testing error-data amount
curves. We observe that with a dataset size of 1.5 X 10°, the testing
error can be lower than 15%. The testing error converges around
the data amount equal to 4 x 10° (including both FP32 and AMP).
For other operators, a dataset with a size of 10* can produce a sat-
isfactory result. We utilize this as a reference for data collection on
other platforms.

5.3 Evaluating the Support of Checkpointing

In this section, we test the accuracy of BOOM’s runtime and mem-
ory usage predictor on training with the optimization.

We use RTX 2070 (8 GiB) as the local device and RTX 3090 (24
GiB) as the target device. We use two models GPT2yprum and
GPT21 ARGE, With three different batch sizes. These models are so
large that they cannot run on the target device. Figure 14 shows
the result. The memory usage predictor achieves an average error
of 1.3%, and the runtime predictor 4.5%, showing our predictors
can work well with gradient checkpointing. Note that the memory
footprint is larger than the local device memory (8 GiB) in some test
cases even after enabling gradient checkpointing, showing BOOM
can work with models exceeding the local device memory.

The required code modifications to support gradient check-
pointing are minimal. For memory prediction, BOOM seamlessly

supports it without any changes to the source code. For run-
time prediction, the checkpointed operators are wrapped as a
CheckpointFunction by PyTorch, of which the operators can be
extracted by a few additional lines of code.

5.4 Prediction Time

We measure the time spent by BOOM on end-to-end prediction for
different models and compare it with Habitat, as shown in Figure 15.
While BOOM eliminates most of the unnecessary computation for
performance prediction, it also suffers from the overhead of switch-
ing between the fake and original PyTorch environment. These two
factors offset each other, hence BOOM and Habitat have comparable
prediction overhead. In some cases where computation is heavier
such as BERTgasg, BOOM runs faster because it eliminates more
unnecessary computations. In comparison, Habitat requires fully
running the model on the local device to calibrate its predictions,
which cannot be skipped. In conclusion, the prediction overhead of
BOOM is around 10 seconds and acceptable in practice.

6 DISCUSSION

Besides the optimizations we mentioned in Section 4.3, many other
optimizations can also be supported under our framework as ex-
tensions. We leave these as future work.

Distributed. BOOM can be extended to support distributed train-
ing. One possible solution is to replace distributed primitives such
as all_reduce with their corresponding fake versions, similar to
BOOM’s memory fake allocators. This will let us track the network
traffic volume and calculate the communication cost using network
bandwidth accurately.

Offloading. One solution to insufficient device memory is to swap
some weight or activation tensors to the host device and load them
back to the device when needed [33, 61, 65-67]. For memory pre-
diction, if the CPU memory is large enough that we can view it as
infinitely large, then BOOM can naturally support it. Otherwise,
we need to manipulate the CUDA memory copy APIs.
Sparsification. Sparsification is a class of techniques to accelerate
the training and inference of DNNs. Some of them use fixed spar-
sified operators [15, 20], which can be handled by the NN-based
operator performance predictor. Memory usage prediction can also
be naturally supported by BOOM.

Kernel Fusion. Kernel fusion merges contiguous operators in the
computational graph [59]. It can reduce redundant data movements
by reusing intermediate results of contiguous operators, which
can be approximated by the amount of I/O and device memory
bandwidth. Memory usage prediction of both kinds of kernel fusion
can be naturally supported by BOOM.

7 RELATED WORK

Memory prediction of deep learning. Existing DNN memory
prediction techniques can be categorized into (i) computational
graph-based methods and (ii) profile-then-extrapolate methods. How-
ever, they are all not satisfactory in terms of handling the afore-
mentioned challenges (Section 3.1). The former takes the compu-
tational graphs as the input and directly analyzes them to make
predictions. Both analytical models [29, 64] and ML-based memory
predictors [28] require substantial engineering efforts, either to
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Figure 12: End-to-end evaluation of the runtime predictor with the Automatic Mixed Precision (AMP).

manually model the memory footprint, or build a machine learn-
ing pipeline. It is also possible to predict memory footprint in a
profile-then-extrapolate way(e.g. Skyline [80]), where we first run
the DNN program on the local device users already have in hands,
and extrapolate based on collected runtime data (like memory foot-
print). However, such a strategy would not work for large models
where the memory footprint exceeds the device memory constraint,
even with a batch size equal to one.

Runtime prediction of deep learning. Daydream[87] is a heuristic-
based performance predictor for DNN optimizations applied on
a fixed device. Lin et al. [52] models CPU and GPU time in a
more fine-grained way, specifically for recommendation models.
PerfNetRT [50] proposes a platform-aware performance predictor

for optimized DL inference tasks, while our work supports model
training. Some of them target a specific class of kernels like convo-
lutions [53]. Habitat [30] uses heuristics for simple operators and
an ML-based method for complex operators where different kernels
might be selected for different input shapes. However, it does not
consider optimizations. Habitat also needs to run the model on
the local device to collect the trace, which is constrained by the
limited memory, while BOOM solves this problem with the fake
memory allocator. Skyline [80] predicts DNN runtime based on
local profiling results and linearly extrapolating, which requires
running the model on local devices.

Cost model in auto-tuning for DL models. Many DL optimiza-
tion techniques adopt auto-tuning, which often relies on a cost
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model to predict the runtime. Auto-schedulers [10, 12, 18, 27, 42,
81, 85] for Tensor compilers like Halide [63] and TVM [16] of-
ten have an ML-based cost model. Srivastava [71] and Singh et
al. [70] propose using neural networks to predict the end-to-end
model inference performance optimized by tensor compilers. These
compiler-based optimizations are mostly targeted at sub-operator
levels like loops, which is different from our work which works on
the operator level.

8 CONCLUSION

We propose BOOM, a novel performance predictor supporting
accurate memory usage and runtime prediction of DNN tasks.
The memory usage predictor replaces the GPU memory alloca-
tor with a fake allocator which enables running large models be-
yond the memory constraint of the local device, hence reducing

memory usage prediction to memory usage measurement. The
runtime predictor supports predicting the runtime of models after
hardware-dependent optimizations, such as changing batch size,
mixed-precision training, and gradient checkpointing. Experiments
show that our memory footprint predictor achieves an average
error of 2.7% on CNN models and 0.9% on transformers, and the
runtime predictor achieves an average error of 10.5% on the CNN
and transformer models for FP32 and mixed precision training. For
DNN training with gradient checkpointing, BOOM achieves an
error of under 5%.
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