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Abstract. We study the k-party ‘number on the forehead’ communication com-
plexity of composed functions f ◦ g, where f : {0,1}n → {±1}, g : {0,1}k →
{0,1} and for (x1, . . . ,xk)∈ ({0,1}n)k, f ◦g(x1, . . . ,xk)= f (. . . ,g(x1,i, . . . ,xk,i), . . .).
We show that there is an O(log3 n) cost simultaneous protocol for SYM ◦g when
k > 1+ logn, SYM is any symmetric function and g is any function. Previously,
an efficient protocol was only known for SYM ◦ g when g is symmetric and
“compressible”. We also get a non-simultaneous protocol for SYM ◦ g of cost
O(n/2k · logn+ k logn) for any k ≥ 2.
In the setting of k ≤ 1 + logn, we study more closely functions of the form
MAJORITY◦g, MODm ◦g, and NOR◦g, where the latter two are generalizations of
the well-known and studied functions Generalized Inner Product and Disjointness
respectively. We characterize the communication complexity of these functions
with respect to the choice of g. In doing so, we answer a question posed by Babai
et al. (SIAM Journal on Computing, 33:137–166, 2004) and determine the com-
munication complexity of MAJORITY ◦ QCSBk, where QCSBk is the “quadratic
character of the sum of the bits” function.

1 Introduction

The ‘number on the forehead’ (NOF) model of communication complexity was intro-
duced by Chandra, Furst and Lipton [9] who used it to obtain branching program lower
bounds. In this model, k players wish to evaluate a function F : X1×·· ·×Xk → {±1}
on a given input (x1, . . . ,xk). The input is distributed among the players in a way that
Player i sees every x j for j 6= i. This scenario is visualized as xi being written on the
forehead of Player i. In order to compute F(x1, . . . ,xk), the players communicate by
means of broadcasting, according to a protocol which they have agreed upon before-
hand. The goal is to compute F(x1, . . . ,xk) by communicating as few bits as possible.
Note that for k = 2, this model is equivalent to the standard two player model intro-
duced by Yao [39]. We are mainly interested in the case Xi = {0,1}n for all i. Here,
every function can be trivially computed using n+1 bits of communication, and proto-
cols of cost at most polylogarithmic in n are considered to be efficient. Deterministic,
non-deterministic, randomized and quantum communication complexity models natu-
rally manifest themselves in this setting. The overlap of information among the players
makes the NOF model interesting, powerful and fruitful in terms of applications. Apart

? Full version of the paper is given in the Appendix.



from the aforementioned application in branching programs, this model also has impor-
tant applications in circuit complexity, proof complexity and pseudorandom generators.

The class ACC0 represents functions computable by polynomial-size, constant-depth
circuits with unbounded fan-in AND, OR, NOT and MODm gates. Showing NP is not
in ACC0 is one of the frontiers in complexity theory. It is well known that a function
in ACC0 has a polylog(n) k-party deterministic communication complexity, where k is
polylog(n) [17, 7]. In fact the protocol is simultaneous where all the players, without
interacting, speak once to an external referee who determines the output based only on
the messages she receives. Proving that a function in NP requires super-polylogarithmic
communication in the simultaneous model for polylogarithmic number of players would
result in a major breakthrough. Currently no non-trivial lower bound is known for an
explicit function for k = logn and this has proven to be a formidable barrier. Despite
intense effort, even the 3 player model is far from being well understood and many
important problems that are solved in the 2 player setting remain open in the 3 player
setting. For example, in the 3 player setting, there is no known explicit function that is
hard in the deterministic model but easy in the randomized model. On the other hand,
the equality function is a canonical example of such a function in the 2 player setting.
More relevant to our work, no characterization results are known for 3 player composed
functions, which we discuss further below.

Most of the well known and studied functions in the standard two party as well as
the multiparty model have the following ‘composed’ structure. Let f : {0,1}n→{±1}
be a function and−→g = (g1, . . . ,gn) be a vector of functions gi : {0,1}k→{0,1}. Define
f ◦−→g (x1, . . . ,xk) = f (. . . ,gi(x1,i,x2,i, . . . ,xk,i), . . .), where x j,i denotes the ith coordinate
of the n-bit string x j. When all the gi are the same, say g, we denote f ◦−→g by f ◦g. In this
notation, the famous communication functions generalized inner product, disjointness
and hamming distance can be written as GIP = MOD2 ◦AND, DISJ = NOR ◦AND, and
HD = THRt ◦ XOR respectively. In an important paper [31], Razborov characterizes
the 2 party communication complexity of SYM ◦ AND functions, where SYM denotes
a symmetric function. Shi and Zhang [34] obtain a similar characterization for SYM ◦
XOR functions. Note that when k = 2, AND and XOR are the only interesting “inside
functions” as other functions are either trivial or reduce to the case of AND or XOR.

In this paper, we study the multiparty communication complexity of composed
functions with two goals in mind. The first goal is to better understand the power of
logn and more players. The second and more general goal is to understand which com-
binations of the “inside” function g and the “outside” function f lead to hard commu-
nication problems and which combinations lead to easy communication problems. The
focus of previous research has been on proving lower bounds for composed functions
by selecting a “hard” outside function and a convenient inside function (see e.g. [32, 35,
21, 10, 6, ?]). Our approach is to study composed functions without putting any restric-
tion on g and obtain characterizations for the communication complexity of composed
functions with respect to the choice of g. This dual approach is particularly interesting
in the multiparty setting where the choice for g increases double exponentially in k.

First, we consider SYM ◦g functions in the setting of k > logn. This rich class con-
tains many interesting functions and it is tempting to conjecture that some of these
functions are candidates to break the logn barrier mentioned earlier. In particular, since



the majority function MAJ = THRn/2 is conjectured to be outside of ACC0 [37], it is
of interest to try to determine the communication complexity of MAJ ◦ g for all g. For
instance, Babai, Kimmel and Lokam [4] identified MAJ ◦MAJ as a candidate function
to be hard for more than logn many players. Later, in a significantly expanded version
of [4], Babai et al. [3] show that MAJ◦MAJ has an efficient simultaneous protocol when
k > 1+ logn. Their upper bound in fact applies to SYM ◦ g where SYM is any sym-
metric function and g is any symmetric “compressible” function. Although the class of
symmetric compressible functions contains natural functions like THRt and MODm, this
class is only a small portion of all symmetric functions as a random symmetric function
is not compressible with high probability. Babai et al. [3] in fact identify QCSB, the
quadractic character of the sum of bits function, as a symmetric inside function g for
which their method fails. In this paper, we remove the symmetry and compressibility
conditions on g and show that functions of the form SYM◦g are easy in the simultaneous
model when k > 1+ logn, for any choice of the inside function g.

In the setting of k ≤ logn, we study more closely functions of the form MAJ ◦ g,
MODm ◦ g and NOR ◦ g, where the latter two are generalizations of arguably the most
well known and studied functions GIP and DISJ respectively. We are able to obtain
dichotomies, with respect to the choice of g, that characterize the communication com-
plexity of MAJ ◦ g, MODm ◦ g and NOR ◦ g for every g. Furthermore, our results show
that these functions have polynomially related quantum and classical communication
complexities3. It is worth noting that these characterizations are tightly connected to
our upper bound result mentioned above. The upper bounds for these functions in the
setting of k ≤ logn use crucially the ideas developed for the upper bound for SYM ◦ g
in the setting of k > logn. Perhaps surprisingly, even our lower bounds for MODm ◦ g
functions use these ideas as well.

Grolmusz [14] presented an efficient non-simultaneous protocol for the function
SYM ◦ AND and k ≥ logn players. Using Grolmusz’s ideas, Pudlák [28] obtained the
same result with a slightly different protocol. The insight for our protocols is from
the work of Grolmusz and Pudlák. We also discover a simple, yet powerful lemma
(Lemma 3) which is used in all our protocols presented here. Additionally, we obtain
simultaneous protocols when k is sufficiently large by employing a beautiful lemma of
Babai et al [3, Lemma 6.10].

The first strong lower bounds in the NOF model were obtained by Babai, Nisan and
Szegedy [5] for the GIP = MOD2◦AND function. Grolmusz [15] extended the technique
of [5] to show a lower bound for MODm ◦AND. The method of [5] has been analyzed in
[11, 30]. Here we obtain our main lower bound result (Theorem 3 b) by extending the
analysis of [11, 30].
Our Results:
Symmetric of −→g . We show that, for any g, there is a simultaneous deterministic k-party
protocol for SYM ◦ g of cost O(log3 n) when k > 1+ logn. This improves a result of
Babai et. al. [3] which exhibits an efficient simultaneous protocol for SYM ◦ g only
when g is both symmetric and “compressible.” When k > 1+2logn, our simultaneous
protocol applies to SYM ◦−→g for any vector of functions −→g . Furthermore, we obtain a

3 Note that by the work of [20], all our lower bounds hold in the quantum model, but we confine
ourselves to the classical setting for simplicity.



deterministic protocol (non-simultaneous) for SYM ◦−→g of cost O(n/2k · logn+ k logn)
for any k (Theorem 2). Our result rules out functions of the form SYM ◦g as candidates
to break the logn barrier. Moreover, by the well known connections of the multiparty
model with Ramsey theory [9], our k+ 1 party protocol for NOR ◦ XOR gives the first
non-trivial upper bound on the number of colors needed to color (Fn

2)
k so that no k

dimensional corner is monochromatic. Although communication complexity bounds
have been proven using Ramsey theory, no bounds on Ramsey numbers have been
proven via communication complexity bounds before.

Mod m of g. Let S0 = {y ∈ g−1(1) : y has even weight} and S1 = {y ∈ g−1(1) :
y has odd weight}. First we show that if m divides |S0| − |S1|, MODm ◦ g has a simul-
taneous deterministic protocol of cost O(k logm). On the other hand, if m does not
divide |S0| − |S1|, MODm ◦ g is a very hard function4 in the randomized model, up to
≈ 1

2 logn many players and m up to n
1
2−δ for a constant δ > 0 (Theorem 3). For other

m for which MODm ◦ g is hard (i.e., m and |S0| − |S1| are not coprime but m does not
divide |S0|−|S1|), the previous analysis does not apply. In this case, we obtain the lower
bound through a reduction to the previous case. This reduction vitally uses ideas from
our upper bound for SYM ◦g.

Majority of g. First, we show that if |S0| = |S1|, MAJ ◦ g has a k-party simultaneous
deterministic protocol of cost O(k logn). On the other hand, if |S0| 6= |S1|, then MAJ ◦g
is hard in the randomized bounded error model for k up to ≈ 1

2 logn (Theorem 4). This
is in fact obtained by a (standard) reduction to the lower bound for MODm ◦g mentioned
above. As immediate applications, we show for instance that MAJ◦MAJ and MAJ◦XOR
are hard in the randomized model for k up to ≈ 1

2 logn. Moreover, from this answers an
open question posed by Babai et al. [3], see Corollary 1.

Nor of g. Observe that if g’s support size is 1, then it follows from [33] that NOR ◦g is
hard in the randomized bounded error model for k up to≈ 1

2 logn. On the other hand, we
show that if g’s support size is not 1, we show that NOR ◦g has a randomized protocol
of cost O(k) (Theorem 5). In other words, the hardness of DISJ crucially relies on the
fact that g has singleton support. An important ingredient in our upper bound is the use
of our characterization for MODm ◦g.

2 Preliminaries

We refer the reader to [19] for details about the communication complexity models
discussed in this paper. For F : X1× ·· · ×Xk → {±1}, we denote by Dk(F), D||k (F)
and Rε

k(F) the k-party deterministic, simultaneous deterministic and randomized ε-error
communication complexities of F respectively. A stronger model allowing quantum
communication between the players can similarly be defined, and in fact, all the lower
bounds in the randomized model that we prove here carry over to the quantum model
using the results of [20].

4 Here ‘very hard’ means that even if the error probability of the protocol is allowed to be
exponentially close to 1/2, the function does not have an efficient protocol. Note that achieving
error probability 1/2 is trivial for any function.



A subset Ci of X1×·· ·×Xk is a cylinder in the ith direction if membership in Ci does
not depend on the ith coordinate, i.e., if (x1, . . . ,xi, . . . ,xk)∈Ci, then (x1, . . . ,x′i, . . . ,xk)∈
Ci for every x′i ∈ Xi. A cylinder intersection C is an intersection of k cylinders, one in
each direction. It is well known that a k-party deterministic protocol for F of cost c
partitions the input space into at most 2c monochromatic (with respect to F’s output)
cylinder intersections. We identify a cylinder intersection C ⊆ X1× ·· · ×Xk with its
characteristic function C : X1×·· ·×Xk→{0,1}.

We define the discrepancy of F : X1×·· ·×Xk → C under µ and with respect to a
cylinder intersection C as discµ(F,C) =

∣∣Ex∼µ [F(x)C(x)]
∣∣. The discrepancy of F under

µ is discµ(F) = maxC discµ(F,C), where the maximum is over all possible cylinder
intersections C. By the well-known discrepancy method:

Rε

k(F)≥ log
(

1−2ε

discµ(F)

)
. (1)

In order to upper bound the discrepancy we will use the cube measure. Let µ be a
product distribution over X1× ·· ·×Xk, i.e., µ(x1, . . . ,xk) = µ1(x1) · · ·µk(xk), where µi
is a distribution over Xi. We define the cube measure of a complex valued function F
under µ as

Eµ(F) = Ex0
1,x

0
2,...,x

0
k

x1
1,x

1
2,...,x

1
k

 ∏
u∈{0,1}k

C u1+···+uk(F(xu1
1 , . . . ,xuk

k ))

 ,
where in the expectation, x0

i and x1
i are distributed according to µi, and C denotes the

complex conjugation operator: C b(z) = z if b is even, and C b(z) = z otherwise. It is
not difficult to verify that the cube measure is always a non-negative real number.
In fact, the quantity (EU(F))1/2k

, where U is the uniform distribution, is known as
the hypergraph uniformity norm and is a measure of “quasirandomness” of F . When
F(x1, . . . ,xk) = f (x1⊕ ·· ·⊕ xk), the hypergraph uniformity norm of F corresponds to
Gowers uniformity norm of f over Fn

2.

Lemma 1 ([11, 30, 38]). Let F : X1×·· ·×Xk → C be a complex valued function and
µi a distribution over Xi. Define the distribution µ as the product of the µi. Then,
discµ(F)≤ (Eµ(F))1/2k

.

In this paper Xi = {0,1}n for all i. We let x=(x1, . . . ,xk) denote an input in ({0,1}n)k.
Often we will view the input as a k× n dimensional matrix X , where the ith row of X
is xi. We reserve the variables xi to denote an n-bit string whose j-th bit is denoted by
xi, j, and reserve the variables yi to denote a single bit. Let Hk denote the k dimensional
hypercube where the vertex set is {0,1}k and there is an edge between two vertices iff
their Hamming distance is 1. Given an input in the k×n dimensional matrix form X , we
associate each column of X with the corresponding vertex of Hk. For each v ∈ {0,1}k,
define nv as the number of times v occurs as a column of X .



3 Communication complexity of composed functions

3.1 SYM ◦g

A boolean function f : {0,1}n→ {±1} is called symmetric if the output depends only
on the Hamming weight of the input. In this section we present a deterministic protocol
for SYM ◦−→g where −→g is any vector of functions. This protocol becomes efficient (i.e.
poly-logarithmic in n) for k ≥ logn−O(log logn) players. Our protocol is perhaps an
easy extension of Grolmusz’s protocol [14, 28] that is nevertheless not observed before.

Moreover, for k > 1+ logn our protocol can be made simultaneous, and this im-
proves an earlier result by Babai et al. [3], who gave an efficient simultaneous protocol
for SYM ◦ g only for functions g which are symmetric and compressible. We observe
further that for k > 1+2logn players we can allow an arbitrary vector of functions −→g ,
as oppose to just a single function g. Our simultaneous protocols are obtained using the
following lemma of Babai et al. [3, Lemma 6.10]:

Lemma 2 ([3]). Suppose k > 1+ logn and let X be a k×n boolean matrix given as an
input for a k-party communication problem. Let ni be the number of columns of X with
Hamming weight i. Then by communicating O(k2 logn) bits, the players can compute
ni for all i in the simultaneous deterministic model.

Theorem 2. Let f : {0,1}n → {±1} be a symmetric function, g : {0,1}n → {0,1} an
arbitrary function, and −→g = (g1, . . . ,gn) a vector of n functions where gi : {0,1}k →
{0,1} are arbitrary functions. Then,

(a) Dk( f ◦−→g )≤ O(n/2k · logn+ k logn),
(b) for k > 1+ logn: D||k ( f ◦g)≤ O(log3 n),

(c) for k > 1+2logn: D||k ( f ◦−→g )≤ O(log3 n).

Proof. We outline the proof here, for details see [1, Theorem 3.2]. We first prove part
(a). Fix an input for f ◦−→g given in k×n matrix form X . The protocol proceeds in two
steps. In the first step, the players determine a specific u ∈Hk and the set C of precisely
all columns that contain u. In the second step, they use this information to compute the
output of f ◦−→g .

The first step is roughly the same as in Grolmusz’s original protocol [14, 28]. This
is done by two specific players (e.g. Player 1 and Player 2) and the cost is O(k+n/2k ·
logn) bits. The second step can be done simultaneously as follows. Let S j denote the
support of g j: S j = g−1

j (1). For v∈ {0,1}k, let 1 j(v) = 1 if v is in column j, and 1 j(v) =
0 otherwise. Now, to compute the output of f ◦−→g , it suffices to compute

∑
j 6∈C

∑
v∈S j

1 j(v), (2)

For a given v, consider a shortest path from v to u: v = w1,w2, . . . ,wt = u. Then, since
1 j(u) = 0,

1 j(v) =
t−1

∑
i=1

(−1)i+1(1 j(wi)+1 j(wi+1)). (3)



Each term (1 j(wi)+ 1 j(wi+1)) above is known by some player because wi and wi+1
differ only in one coordinate. As a result, (2) can be written as a sum of n terms, one for
each player. So to compute (2), each player announces her part of the sum. In addition,
since ∑ j ∑v∈S j 1 j(v) ≤ n, it suffices for players to send their part of the sum modulo
n+1. Therefore this step of the protocol has cost at most k · dlog(n+1)e.

To obtain simultaneous protocols for parts (b) and (c) we show, essentially, that the
first step above can be bypassed, because there are many players. Consider for example
part (c). Let `= 2+2logn. Only the first ` players will participate in the protocol. Thus,
for each column j, the rows `+1 to k naturally induce a function g′j : {0,1}`→{0,1} as
follows: g′j(u) = g j(u · v) where v ∈ {0,1}k−` appears in column j from row `+1 to k.

Our task then reduces to finding a protocol for f ◦
−→
g′ with ` players. Step 1 is bypassed

by taking u to be the column 0` and apply Lemma 2 above. See the full version of this
paper [1, Theorem 3.2] for details.

3.2 MODm ◦g

For (y1,y2, . . . ,yn) ∈ {0,1}n, let MODm(y1,y2, . . . ,yn) =−1 iff ∑
n
j=1 y j = 0 mod m. In

this section we show that the complexity of MODm ◦ g is determined by the quantity∣∣|S0|− |S1|
∣∣, where Si is the subset of the support of g that consists of all inputs whose

Hamming weight has parity i.

Theorem 3. Let m≥ 2 be an integer. The function MODm ◦g satisfies:

(a) If m divides |S0|− |S1|, then D||k (MODm ◦g)≤ kdlogme.
(b) Otherwise, Rε

k(MODm ◦g)≥ 5n
m24k + log(1−2ε)− (k+1)dlogme−1.

Before sketching the proof, we first state a fact which we will use.

Fact 3 Let S0 = {u1, . . . ,ur} and S1 = {v1, . . . ,vr} be two subsets of the vertices of
Hk such that for each i, the distance between ui and vi is odd. The sum ∑

r
i=1 nui +

∑
r
i=1 nvi mod m can be computed by the players in the simultaneous model using at

most k · dlogme bits. Similarly, if for each i, the distance between ui and vi is even,
∑

r
i=1 nui −∑

r
i=1 nvi mod m can be computed in the simultaneous model using at most

k · dlogme bits.

Proof. Note that we are interested in computing ∑
r
i=1(nui + nvi) mod m. Each term

(nui + nvi) can be written as a telescoping sum as in (3). Each term in the telescoping
sum is known by a player. Since we can do arithmetic modulo m, the desired value can
be computed with each player sending their part of the sum modulo m. So the total cost
is k · dlogme. The second part holds similarly.

Proof (Proof of Theorem 3). Part (a): Suppose m divides |S0|− |S1| and assume with-
out loss of generality that |S0| ≥ |S1|. We choose (arbitrarily) a subset S′0 ⊆ S0 of size
|S1|. As the distance between an element of S′0 and an element of S1 is odd, we can com-
pute ∑v∈S′0

nv+∑v∈S1 nv mod m using Fact 3. For the remaining elements in S0−S′0, we

pair them with
−→
0 . Hence, using Fact 3 once again, we can compute (|S0|− |S1|)n−→0 +



∑v∈S0−S′0
nv ≡∑v∈S0−S′0

nv mod m. Thus, we have computed ∑v∈S0∪S1 nv mod m, from
which the output of MODm ◦g is determined. Observe that the sums ∑v∈S′0

nv +∑v∈S1 nv
mod m and ∑v∈S0−S′0

nv mod m need not be computed separately and that we can com-
pute ∑v∈S0∪S1 nv mod m in one shot using kdlogme bits.
Part (b), Case 1: We consider two cases, depending on whether m and |S0|− |S1| are
coprime or not. The first case is when m and |S0|− |S1| are coprime. The proof makes
use of the characterization of the MODm function in terms of exponential sums. Fix
2≤ m ∈ N and 0≤ a,b≤ m−1. Let ω = e2πi/m be an m-th root of unity. The function
EXP

a,b
m is defined as EXP

a,b
m (y1,y2, . . . ,yn) = ω

a((∑n
j=1 y j)−b).

The strategy is as follows. Define fm(y1, . . . ,yn) = ∑ j y j mod m. First we show
that for any cylinder intersection, the fraction of points x in the cylinder intersection
that satisfy fm ◦ g(x) = b is roughly (with exponentially small error) 1/m for all b ∈
{0,1, . . . ,m− 1}. This step uses an estimate of the cube measure of EXP

a,b
m ◦ g under

the uniform distribution. Define the distribution µ that puts equal weight to all x with
fm ◦g(x) = 0 and fm ◦g(x) = 1. All other points get 0 weight. It will easily follow that
discµ(MODm ◦ g) is exponentially small and thus the desired lower bound is achieved
using the discrepancy method (Inequality (1)). The details of the proof can be found in
the appendix.
Part (b), Case 2: To handle the case where m and |S0| − |S1| are not coprime, we
construct a reduction to Case 1 using ideas from the protocol of Theorem 2. The proof
is provided in the Appendix.

3.3 MAJ ◦g

For each n≥ 1, the majority function MAJn : {0,1}n→{−1,1} is defined as MAJn(y1, . . . ,yn)=
−1 iff ∑i yi ≥ n/2. When no confusion arises we drop the supercript n from MAJn. It is
not difficult to show that MAJ ◦g cannot be much easier than SYM ◦g:

Proposition 1. Let g : {0,1}k→{0,1} be a boolean function and f : {0,1}n→{−1,1}
be a symmetric function on n variables. For any ε ≥ 0, Rε′

k ( f ◦ g) ≤ Rε

k(MAJ2n ◦ g) ·
dlog(n+1)e , where ε′ = εdlog(n+1)e.

We can combine Proposition 1 with our lower bounds for MODm ◦g functions (The-
orem 3) to obtain a characterization for the communication complexity of MAJ ◦ g for
every g.

Theorem 4. Let g : {0,1}k → {0,1} be a boolean function and S be its support. The
function MAJ ◦g satisfies:

– If |S0|= |S1|, then D||k (MAJ ◦g)≤ k · dlog(n+1)e.
– Otherwise, R1/3

k (MAJ ◦g)≥Ω

(
n

(k logk)2·4k logn log logn

)
.

Theorem 4 can be used to determine the communication complexity of a class
of functions considered by Babai et al. [3]. For an odd prime k, define the function
QCSBk : {0,1}k → {0,1} by QCSBk(y1, . . . ,yk) = 1 if and only if y1 + · · ·+ yk is a
quadratic residue modulo k. Recall that z ∈ Fk is a quadratic residue if there exists



a ∈ Fk such that z = a2. The authors of [3] prove that QCSBk is not ‘compressible’, so
their protocol for k > 1+ logn does not apply for SYM ◦QCSBk. They leave as an open
question the problem of finding good bounds for the communication complexity of the
function MAJ ◦ QCSBk. The following corollary completely determines the hardness of
this function for any number of players k, except in the range between ≈ 1/2logn and
logn.

Corollary 1. Let k be an odd prime.

– If k ≡ 1 mod 4, then D||k (MAJ ◦QCSBk)≤ O(k logn).

– If k ≡ 3 mod 4, then R1/3
k (MAJ ◦QCSBk)≥Ω

(
n

(k logk)24k logn log logn

)
.

– If k > 1+ logn, then D||k (MAJ ◦QCSBk)≤ O(log3 n).

Proof. Let S be the support of QCSBk and define S0 and S1 as in Theorem 4. It is known
that when k≡ 1 mod 4, z ∈ {0, . . . ,k−1} is a quadratic residue modulo k if and only if
−z≡ k−z mod k is a quadratic residue modulo k; see e.g., [36, Theorem 2.21]. As k is
odd, z is even if and only if k−z is odd. In other words, the function (y1, . . . ,yk) 7→ (1−
y1, . . . ,1− yk) defines a bijection between S0 and S1. Thus, |S0|= |S1| whenever k ≡ 1
mod 4. Otherwise, if k ≡ 3 mod 4, then the number |S| of quadratic residues modulo k
is odd; see e.g., [36, Theorem 2.20]. This implies that |S0| 6= |S1|. For k > 1+ logn, we
can use Theorem 2.

3.4 NOR ◦g

In this section, we obtain a simple and perhaps surprising characterization for the k-
player randomized communication complexity of NOR◦g, where NOR(y1, . . . ,yn) =−1
iff (y1, . . . ,yn) = (0, . . . ,0). In a very recent paper, Sherstov [33] significantly improves
on the bounds of [21],[10] and [6] on the multiparty bounded error communication

complexity of disjointness: R1/3
k (DISJ) ≥ Ω

(
n
4k

)1/4
. First we observe that this lower

bound applies - via a simple reduction - to NOR ◦ g when g’s support size is 1. We
complement this with an efficient randomized protocol for NOR ◦ g when g’s support
size is more than one.

Theorem 5. Let g : {0,1}k → {0,1} be a boolean function and S = {y ∈ {0,1}k :
g(y) = 1} be its support.

– If |S|= 1, R1/3
k (NOR ◦g)≥Ω

(
n
4k

)1/4
,

– Otherwise, Rε

k(NOR ◦g)≤ O(k) for a constant ε.

Proof. The lower bound follows from the lower bound on the disjointness function [33]
via a simple reduction.

For the upper bound, first assume that |S| is even. In this case, by Theorem 3, we
have a deterministic protocol Π for MOD2 ◦g of cost k. We will use this protocol Π as
a subroutine to compute NOR ◦g. As before, denote by X the k×n dimensional matrix
representing the input. Denote by Xr a random matrix obtained from X by deleting



every column independently with probability 1/2. The players can agree on Xr without
any communication using their public random bits. We output −1 if Π(Xr) = −1 and
output 1 otherwise.

Observe that if NOR ◦g(X) = −1, then NOR ◦g(Xr) = −1, and so MOD2 ◦g(Xr) =
−1. In this case our protocol does not make an error. In this case, the error probability
is 1/2. Repeating this protocol t times would reduce the error probability to 1/2t .

Now assume |S| is odd and |S| > 1. Divide S into two non-disjoint parts S1 and S2
of even size each. Let g1 be the boolean function with support S1 and g2 be the boolean
function with support S2. Observe that NOR ◦ g(X) = −1 iff both NOR ◦ g1(X) = −1
and NOR ◦g2(X) =−1. Since we covered the case of even support size, we are done.

References

1. Anil Ada, Arkadev Chattopadhyay, Omar Fawzi, and Phuong Nguyen. The NOF Multi-
party Communication Complexity of Composed Functions. Technical report, In Electronic
Colloquium on Computational Complexity (ECCC) TR11–155, 2011.

2. Noga Alon, Yossi Matias, and Mario Szegedy. The space complexity of approximating the
frequency moments. Journal of Computer and System Sciences, 58:137–147, 1999.
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