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ABSTRACT
The teaching assistant plays an important role in teaching
computer science at large research-intensive universities. We
conducted an exploratory study examining what quantita-
tive teaching evaluations can tell us about our TAs. We
found that evaluations were highly coarse-grained: students
did not differentiate between the different criteria in the eval-
uations, and that TAs working in pairs were evaluated as
one unit. We found that poor TA evaluations were nega-
tively correlated to student retention. We also found that
TAs teaching more than three lab sections a week had lower
evaluations. Finally, we found no correlation between TA
evaluations and TA experience, students’ final grades, and
TA gender. We note that quantitative evaluations paint an
incomplete picture of TAs’ performance, and that more work
is needed to provide TAs with formative assessment.

Categories and Subject Descriptors
K.3.2 [Computers and Information Science Educa-
tion]: Pedagogy, education research

General Terms
Measurement
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1. INTRODUCTION
Computer science is a young discipline; we still are learn-

ing not only how to effectively teach the material, but also
how to effectively support the teachers. While work has been
done on supporting K-12 teachers (e.g. [8]), little has been
done for teaching assistants (TAs). At the large research-
intensive universities in North America, TAs make up the
majority of the teaching staff [1]. At our institution, TAs’
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duties include teaching labs, tutorials, grading, and office
hours; senior TAs may also develop curriculum, and man-
age and train other TAs.

Previous work in CS education has found that student ac-
cess to TAs contributes to success in introductory computer
science [17], particularly in large CS1 courses at research-
intensive universities [14]. Effectively training and support-
ing TAs has been identified as important to making CS more
minority-friendly [15]. Providing TAs with student evalua-
tions has been identified as one of many practices that is
important for improving TA quality [15].

At the University of British Columbia, we hire about a
hundred TAs a year – compared to 55 faculty members.
These TAs provide 46% of the contact hours in our first
and second-year courses. A majority of these TAs are hired
as part of MSc/PhD guaranteed funding packages – and not
for their teaching ability.

As educators, we wish to provide our computer science
students with the best possible teaching we can. For large
research institutions, this means that training and support-
ing teaching assistants is vital. So what can we do to help
our computer science TAs?

We know from the education literature that feedback is
important for novice teachers [16]. From our own previous
work on computer science TAs, we know that teaching evalu-
ations provide a source of feedback that TAs use to improve
their teaching [11]. Indeed, at our institution, this is the
only formal source of feedback that TAs receive. So what
do these teaching evaluations actually tell us?

In this study, we examined the quantitative portion of
the TA evaluations used at our institution. Our goal was to
identify what, if anything, these evaluations can be linked to
in terms of the TAs’ characteristics (experience, workload,
etc), performance, or student success (grades, retention).
This was a preliminary study, the first step in a larger goal of
providing better formative assessment to teaching assistants.

1.1 Background information
There has been a large amount of work in the education

and psychology literature finding that teaching evaluations
don’t measure student learning, and are confounded by a
myriad of factors [4]. For example, a recent study of re-
views on RateMyProfessors.com found that the number of
chili peppers (a rating of the professor’s attractiveness) is
correlated to teaching scores [3]. Another study [7] found
that teaching evaluations actually negatively correlate to
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how much students learn. Teaching evaluations, instead, ap-
pear to be more of an evaluation of how much the students
like their teacher [7].

While these evaluations may not measure student learn-
ing, this is not to say they measure nothing. One may expect
that how much students like their teachers can be linked to
students’ engagement with course material and how much
more computer science they take afterwards. After all, hav-
ing role models has long been identified as good for students,
particularly those of minority groups [20].

Teaching assistants can be role models to our students [10]
– and previous work has found that they have an influence
on student retention [9] and even their students’ final grades
[12]1. The TA hence has a significant, and more “hands-on”
role in their students’ education. Yet, research on TAs is
described in the literature as “under-developed” [6].

Muzaka’s 2009 study [6] identified three aspects about
TAs: TAs’ subject knowledge – a weakness of TAs; the rel-
ative informality and flexibility of TAs’ teaching styles – a
strength of TAs; the relative approachability of TAs and
their ability to relate to their students – another strength
of TAs. Related to the informality and approachability of
TAs is the smaller age gap between them and their stu-
dents. Worthington [19] found that teaching evaluations are
correlated to age – the approachability that a small age gap
affords hence leads us to expect TAs to be well-rated by
their students. And the link to student retention matters
even more to us given the low student retention we have in
CS.

Receiving positive teaching evaluations improves TAs’ self-
confidence – which in turn improves their teaching [1]. In-
dependent of how much their students are learning, TAs
want to be well-liked [1], reinforcing the TA evaluation as
important to this population of computer science teachers.
Teaching evaluations remain commonly used in evaluating
job candidates [16] and teaching awards – indeed, the quan-
titative portion of TA evaluations is what is used to give out
TA awards in our computer science department.

2. METHODS
Our approach in this study is exploratory, using quantita-

tive methods. We began by performing a literature review to
identify any possible, quantifiable characteristics that may
be linked to TA evaluations. We then proceeded to test
whether each of these characteristics can be statistically
linked to TA evaluations.

Anonymized student records were acquired for students
enrolled in CS1 between 2006 and 2009, and in LOGIC12

and CS2 between 2007 and 2009. These records contained:
their lab, lecture and tutorial section codes; their degree
programme; and whether they have since taken the next
four CS courses. There were records for 2773 students who
had taken CS1, 1025 in LOGIC1, and 1781 in CS2.

Secondly, we acquired anonymized TA evaluation records
for the TAs of those courses during the same time-frame.
The records contained the codes of the sections that the
TAs taught, whether the section was a lab or tutorial, the

1Of course, faculty can also influence these things; for exam-
ple de Paola [2] found a link between instructor’s teaching
scores and student retention.
2LOGIC1 is a first-year course in proof techniques, dis-
crete mathematics and digital logic, required for our CS
programme.

Table 1: Pearson Correlation values for CS1 TA
criteria, n = 194. All R values have p < 0.0000001

W.P. Help. Consid. E.U. E.I.
Well prepared
Helpful 0.8
Considerate 0.7 0.8
Easily understood 0.7 0.8 0.6
Effective instr. 0.8 0.9 0.8 0.9

contract the TA was hired with, and their gender. It also
contained their results to the end of term TA evaluation
with regards to each of the provided criteria; along with the
number of respondents, and the standard deviations. We
acquired records for 355 evaluations: 194 for CS1, 79 for
LOGIC1, and 82 for CS2.

For the purpose of this study, we will consider a relation-
ship to be statistically significant if p < 0.001. We choose
to use a value less than the standard 0.05 since we are per-
forming dozens of statistical tests in this study, and wish to
reduce the likelihood of false positives.

3. TA EVALUATION CRITERIA
TAs at the University of British Columbia are evaluated

with five standard criteria. We found that these five criteria
used to evaluate TAs are all strongly correlated. The five
criteria are evaluated on a 5-point Likert scale, and are:

• Well prepared (W.P.)
• Helpful (Help.)
• Considerate of students (Consid.)
• Easily understood (E.U.)
• An effective instructor (E.I.)

As we see in Table 1, these criteria are all each signifi-
cantly and strongly correlated. It is unclear from these data
whether this is an artifact of the particular criteria used,
or whether students do not discriminate between any crite-
ria when providing evaluations. Either way, we are given
the impression that the different criteria do not provide a
fine level of detail about how the TA is perceived by their
students. We speculate that these quantitative evaluations
may have little use to the TA in judging their performance
beyond a very coarse-grained picture. Qualitative TA evalu-
ations may prove more useful and able to identify strengths
and weaknesses of a given TA; examining them is an area of
possible future work.

4. TA CHARACTERISTICS

4.1 Gender
We found no differences between how female and male TAs

were ranked by their students. Of the five TA evaluation
criteria in each of the three courses, there was no statistically
significant difference between the genders (recall p < 0.001).
There was one exception: in CS2, the female TAs were rated
better with regard to understandability than the males.

While there were no real gender-based differences in TA
evaluations, there was a difference in proportions. For exam-
ple, the undergraduate student body in the courses studied
is 34% female – but 44% of the undergraduate TAs are fe-
male. Overall, however, 26% of all the TAs are female – the
graduate TAs are disproportionately male.
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4.2 Undergraduate TAs vs. Graduate TAs
We found that undergraduate TAs (UTAs) were ranked

statistically significantly higher than graduate TAs (GTAs).
Of the graduate TAs, those who had been hired under the
hourly contract were rated better than those hired under the
monthly contract. It should be noted that there are large
differences between the GTAs hired under those two con-
tracts. Monthly GTAs are mostly first-year MSc students;
they receive a monthly salary that is guaranteed to them as
part of their funding package. Hourly GTAs, however, are
mostly experienced graduate students; these TAships are not
guaranteed and generally only given to experienced GTAs.

In CS1, the UTAs performed best, with an average effec-
tiveness score of 4.5 out of 5. It is somewhat less in LOGIC1,
at 4.4, and lesser still in CS2, at 4.2. It would appear that
UTAs perform best in the earlier computer science courses.
We discuss this in more detail in the Discussion (Section 6.)

Indeed, by CS2, the hourly GTAs outperformed the UTAs.
Across the board with each category, the UTAs and hourly
GTAs had high average scores (above 4.0).

The monthly GTAs consistently were ranked lower than
the other two types of TAs. In CS1 they are on par with
the other two categories of TAs, at 4.4. But for LOGIC1
and CS2, they were ranked at 4.0 and 3.9. Understand-
ability (rating of “Easily understood”) was where they per-
formed the worst, and was most pronounced in CS2, where
their average score was a 3.7. This is probably a result of
the population involved: many of these TAs are interna-
tional students with less English-speaking experience than
the UTAs or hourly GTAs. In CS2, there are more TA pairs
where both TAs are GTAs, which is perhaps responsible for
the effect being strongest in this course

The monthly GTAs also had the highest variance in scores
across the board – not surprising given that they are not
hired for their proven ability to teach.

4.3 Experience
We found no statistically significant link between course-

specific experience and TA evaluations. There are a number
of reasons why this could be. One is that quantitative TA
evaluations measure too coarsely to pick up any effect of
experience. Another is that while more experienced TAs
might be expected to do a better job as a TA, they would also
be more confident – and hence more likely to enforce rules
that may make them unpopular with the students. Indeed,
other research on TAs has found that more experienced TAs
describe their approach to teaching as being more “stern”
than when they started out [11].

While there is evidence in the literature that TAs im-
prove as teachers over time [13], this may not translate into
improved student evaluations. For example, as more experi-
enced TAs are “sterner” in enforcing rules [11] this may have
a negative effect on TA evaluations which conflicts with any
positive effect of experience.

4.4 TA Workload
We found a negative correlation between how many sec-

tions a TA taught and their TA evaluations. Specifically,
we found this correlation in how helpful, easily understood,
and effective they were ranked. This may indicate that over-
worked TAs are less effective, or at least less helpful and
understandable.

Examining the data in more detail, we found that TA
evaluation scores were similar between one-section and two-
section TAs; three-section TAs performed worse, and four-
section TAs – the maximum number of sections seen in our
data – performed the worst of them all. It would appear that
two sections is the best balance of maximizing a TAs’ hours
and keeping their evaluations high. It would also appear that
four sections is more workload than a TA can comfortably
handle.

It should be noted that TAs at our institution typically
work 120 hours in a 12-week term. TA duties generally
include teaching labs or tutorials, office hours, assignment
grading, exam invigilation and exam grading. A lab section
is typically 2-3 hours a week; in terms of weekly hours it
appears that more than six hours of contact a week is the
inflection point.

4.5 Pairing
We found that paired TAs received similar evaluations.

Lab sections at the University of British Columbia are usu-
ally taught by pairs of TAs. These pairs were identified and
the average effectiveness was computed for both. We be-
gan by looking at the distributions of the pairs’ scores with
regard to the different criteria. First, we compared these
distributions to how the TAs performed individually. We
noticed differences, and wished to probe this further. So,
we shuffled the pairings randomly, and compared the real
distributions to the random ones.

The randomized-pair distributions appeared as what we’d
expect if TA scores were independent. However, the actual
pair distributions looked different. The distribution becomes
narrower and shifts upwards – in short, the evaluations are
higher.

Furthermore, in the three courses, there were no TA pairs
with an average effectiveness score less than 3.5, although
there were a number of individual TAs who had such scores.
In short: there were no pairs where both TAs were rated
poorly. But is it the case that two “bad” TAs together bring
each other up? Does being paired with a “bad” TA result in
higher ratings for the other TA?

To examine this, we looked at the absolute value of the
difference between the scores of TAs in a pair, and again
compared this to the randomized pairs. What we saw was
a noticeable downwards shift. TAs in pairs had less of a
difference between their scores than if they were evaluated
independently. It appears that TAs are evaluated as a team
– for a typical poorly ranked TA, their partner tends not to
be ranked very well either. A cynical interpretation of these
data may be that students are failing to differentiate their
TAs – perhaps they evaluate based on a setting-by-setting
basis than teacher-by-teacher basis.

5. EVALUATIONS AND STUDENTS

5.1 Grades
We found absolutely no link between students’ final grades

and their TAs’ evaluations. This does not discount the likeli-
hood that a TA has an effect on their students’ performance;
indeed, the literature has found this to be the case [12]. It
does, however, identify that whatever effect a TA has on
their students is not captured by these quantitative evalua-
tions.
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5.2 Programme-Level Retention
We found that highly-ranked TAs’ evaluations were un-

correlated to how many more computer science classes their
students took. However, we did find a weak, negative corre-
lation between low-ranked TAs’ evaluations and how many
more computer science classes their students took.

We quantified student retention by “retention score”: the
number of courses they took afterwards; e.g. for CS1, a stu-
dent’s retention score would be how many of the postrequi-
site first and second year courses they had taken. This score
was then averaged for entire lab sections and was correlated
to their TAs’ evaluation scores for that section.

Analyzing all the TA evaluations together, there is no sig-
nificant correlation between retention score and TA evalua-
tions. One thing to note was that the evaluations fell into
two clusters: above averages of 4.6, and averages between
4.0 and 4.5. A k-means cluster test confirmed that these
clusters were indeed distinct.

For the upper cluster, we see no correlation between TA
evaluations and retention score. For the lower cluster, a
mild, negative correlation was found. It would appear that
either students who are already unlikely to take more com-
puter science are less keen about their TAs – or that “bad”
TAs influence their students to take less computer science.
Identifying which case is most likely is an area of possible
future work.

6. DISCUSSION
While in this study we present some original findings,

much of the work here replicates previous studies of teaching
evaluations. While some of our findings corroborate previ-
ous studies, some of our findings contradict existing work.
For example, we found no difference in how female TAs
were evaluated from how male TAs were evaluated. Previ-
ous work on this has found biases against female instructors
[16]. As women form a minority of students in CS, we find
it even more notable to have found equality in this regard.

That undergraduate TAs were rated more highly in CS1
than graduate TAs is not a new finding by itself [5]; however,
that this effect disappears in CS2 is a new finding. We posit
that in CS2 and later courses, the greater disciplinary knowl-
edge that graduate students have becomes an advantage for
them; in CS1, the institution-specific knowledge that UTAs
have, particularly of the structure of how the course works,
gives them an advantage, as does their smaller age gap. Fu-
ture work is needed to try to properly identify why UTAs
perform so well in CS1.

The lack of link between experience and evaluations has
been previously noted in the literature [16]. The link be-
tween student grades and teacher evaluations has been found
to be weak [16], and it is not surprising to us that it would
disappear altogether for teaching assistants, who are only
responsible for a fraction of the student’s final mark.

While no prior research has examined the link between
instructor workload and their evaluations, prior work has
found that instructor workload does affect teaching perfor-
mance [18]. That this would translate into an effect in eval-
uations is hence reasonable. What is interesting is where
the threshold is for teaching assistants: three lab sections a
week appears to be the limit for most TAs, with four sections
being clearly too much.

The effect that paired TAs are evaluated as one unit is

a new finding. While we cannot explain whether it is due
to teamwork, or students not differentiating the TAs, we
plan to pursue this in future work. Preliminary work in
interviewing paired TAs about their practices does reveal
that they work as a team [11].

As for retention, that only the lower cluster of TAs would
have an effect on retention is also a new finding. It is
unknown whether this is due to low-performing TAs scar-
ing away students from CS, or unengaged students marking
their TAs down.

6.1 Threats to Validity
While we have a large sample size, our low threshold for

significance means that we will not find weak relationships in
our data. Our low significance threshold, however, ensures
a low likelihood of of false positives.

By using data from only one institution, we can make
comparisons within our own context. It allows us to control
for factors such as class size, which are consistent between
CS labs. But for greater generalizability, replicating our
work at other institutions would be the next step.

In our study of TA experience we could not match TA
evaluations between courses – only how many times a given
TA had taught a given course. This was a result of the
way that TA evaluations had been anonymized. Further-
more, our data were restricted to the time periods we had
evaluations for – so, our tallies of in-course experience did
not include any times a TA may have taught the course be-
fore our data begins. Because of this, when correlating the
number of previous times a TA had taught the course, we
excluded the first two years of our data, since experienced
TAs in those years would not have their experience counted.

Our data set is limited to the years in which we have TA
evaluations, presenting a threat to validity in calculating
TAs’ experience. Finally, we only have data for that one set
of five criteria (preparedness, etc) – while we can show that
these criteria are highly correlated to one another, we do not
have comparative data for other possible criteria.

6.2 Future Work
As already noted, we plan to further explore the effect of

pairing on TAs. Other areas of future work would be exam-
ining other quantitative criteria, and qualitative evaluations.

Preliminary data from interviewing TAs about their expe-
riences has found that they do use their teaching evaluations
to assess their work and to change their teaching. However,
from these interviews, it appears that it is not these quan-
titative questions, but instead the qualitative portion of the
evaluations which gives the TAs the greatest insight about
what they should change in their work [11].

6.3 Suggestions for Instructors
While these teaching evaluations did provide only a coarse

view of how students perceived their TAs, they can still be
used by TAs to evaluate their performance. Alone, they
do not provide a lot of data – as we note, the qualitative
evaluations appear to be what prompt TAs to make change
[11]. Yet, at our institution, student evaluations are the only
source of formal feedback for our TAs. To complement these
evaluations, we suggest to give TAs feedback from instruc-
tors; preliminary data finds that this is useful for TAs [11].
Peer evaluation may also prove useful for TAs.

In terms of TA management, we recommend avoiding
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putting TAs on more than three labs a week. We also advo-
cate favouring UTAs on first-year courses. We advise pairing
TAs, especially when worried about weak TAs. Finally, we
suggest that for hiring and award decisions, that TAs be
judged on more than quantitative evaluations.

7. CONCLUSIONS
We found several things in our study:

• The five criteria used to evaluate TAs at our institution
all strongly correlate to each other. These evaluations
are hence very coarsely grained.

• Undergraduate TAs are ranked more highly overall
than GTAs, especially for CS1. The UTAs’ popularity,
however, decreases with the level of the course.

• There is no difference in how female and male TAs are
ranked; students are not biased in this regard.

• We found no correlation between TA experience and
their evaluations.

• We found that TAs teaching three or four sections in
a term had lower evaluations than those who taught
one or two sections.

• Paired TAs were ranked similarly; it appears that ei-
ther students do not distinguish the two TAs, or, al-
ternatively, the TAs work together as cohesive teams
to an extent where TA performance varies by whom
they are paired.

• There is no correlation between student final grades
and TA evaluations.

• While there is no correlation between highly-ranked
TAs’ evaluations and how many more computer sci-
ence courses their students take, there is a negative
correlation for poorly-ranked TAs.

The results paint a very coarse picture of TAs – so coarse
that it appears that students may not even distinguish the
two TAs who teach in a room together. We do, however,
have evidence that four lab sections overburdens a TA to an
extent where it impacts their evaluations.

We note that a lot of work should be done to improve the
usefulness of TA evaluations. More fine-grained detail would
provide formative assessment for TAs. Examining alternate
criteria would be useful, as would exploring qualitative eval-
uations. By providing TAs with more useful evaluations, we
can assist them to improve their teaching, producing a more
effective learning environment for our students.
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