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QUICK TIPS 

(--THIS SECTION DOES NOT PRINT--) 
 

This PowerPoint template requires basic PowerPoint 

(version 2007 or newer) skills. Below is a list of 

commonly asked questions specific to this template.  

If you are using an older version of PowerPoint some 

template features may not work properly. 

 

 

Using the template 
 

Verifying the quality of your graphics 

Go to the VIEW menu and click on ZOOM to set your 

preferred magnification. This template is at 100% the 

size of the final poster. All text and graphics will be 

printed at 100% their size. To see what your poster will 

look like when printed, set the zoom to 100% and 

evaluate the quality of all your graphics before you 

submit your poster for printing. 

 

Using the placeholders 

To add text to this template click inside a placeholder 

and type in or paste your text. To move a placeholder, 

click on it once (to select it), place your cursor on its 

frame and your cursor will change to this symbol:         

Then, click once and drag it to its new location where 

you can resize it as needed. Additional placeholders can 

be found on the left side of this template. 

 

Modifying the layout 

This template has four different  

column layouts.  Right-click your  

mouse on the background and  

click on “Layout” to see the  

layout options.  The columns in  

the provided layouts are fixed and  

cannot be moved but advanced users can modify  

any layout by going to VIEW and then SLIDE MASTER. 

 

Importing text and graphics from external sources 

TEXT: Paste or type your text into a pre-existing 

placeholder or drag in a new placeholder from the left 

side of the template. Move it anywhere as needed. 

PHOTOS: Drag in a picture placeholder, size it first, click 

in it and insert a photo from the menu. 

TABLES: You can copy and paste a table from an external 

document onto this poster template. To adjust  the way 

the text fits within the cells of a table that has been 

pasted, right-click on the table, click FORMAT SHAPE  

then click on TEXT BOX and change the INTERNAL 

MARGIN values to 0.25 

 

Modifying the color scheme 

To change the color scheme of this template go to the 

“Design” menu and click on “Colors”. You can choose 

from the provide color combinations or you can create 

your own. 

 

 
 

 

 

 

 

QUICK DESIGN GUIDE 
(--THIS SECTION DOES NOT PRINT--) 

 
 

This PowerPoint 2007 template produces a 100cm x100cm 

professional  poster. It will save you valuable time placing 

titles, subtitles, text, and graphics.  

 

Use it to create your presentation. Then send it to 

PosterPresentations.com for premium quality, same day 

affordable printing. 

 

We provide a series of online tutorials that will guide 

you through the poster design process and answer your 

poster production questions.  

 

View our online tutorials at: 

 http://bit.ly/Poster_creation_help  

(copy and paste the link into your web browser). 

 

For assistance and to order your printed poster call 

PosterPresentations.com at 1.866.649.3004 

 

Object Placeholders 

 
Use the placeholders provided below to add new 

elements to your poster: Drag a placeholder onto the 

poster area, size it, and click it to edit. 

 

Section Header placeholder 

Move this preformatted section header placeholder to 

the poster area to add another section header. Use 

section headers to separate topics or concepts within 

your presentation.  

 

 

 

Text placeholder 

Move this preformatted text placeholder to the poster to 

add a new body of text. 

 

 

 

 

Picture placeholder 

Move this graphic placeholder onto your poster, size it 

first, and then click it to add a picture to the poster. 
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EteRNA 

 A game on RNA folding. 

 RNA folds into stable shapes. 

 Need to generate RNA designs which 

fold into a required shape. 

 Can ultimately lead to ground-breaking 

discoveries such as an RNA random 

access memory, a nanoLED, a switch 

that detects cancer as soon as it starts 

spreading etc. 

 Difficulty: Hard to predict how well a 

particular RNA design will fold in reality. 

Thus needs to be synthesized in the lab. 

MOTIVATION 

MODEL 1: Noisy Comparisons 

 n preferences between each pair of alternatives (a,b). 

 ‘a  b’ with probability ‘p’ and ‘b  a’ with probability 1-p if a  b in * and vice-

versa. 

 

MODEL 2: Noisy Orders (Also, Mallow’s Model / Condorcet Noise Model) 

 n total orders among the alternatives. 

 Probability of an order decreases exponentially as the distance from * increases. 

 Pairwise Distance (Also, Kendall’s Tau Distance): 

𝑑𝐾 ,
∗ = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑖𝑠𝑎𝑔𝑟𝑒𝑒𝑚𝑒𝑛𝑡𝑠 𝑏𝑒𝑡𝑤𝑒𝑒𝑛  𝑎𝑛𝑑 ∗𝑜𝑛 𝑝𝑎𝑖𝑟𝑠 𝑜𝑓 𝑎𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑣𝑒𝑠 

 

Our Generalization: Noisy Choice Model 

 Any preference dataset D and its distribution  that satisfy the following properties. 

 Need not be total orders or pairwise preferences. 

 𝑛𝑎𝑏 = # (a  b) in D. This should be clear from the preference format. 

 

Properties: 

1) 𝑛𝑎𝑏 + 𝑛𝑏𝑎 = 𝑛, 𝑓𝑜𝑟 𝑒𝑣𝑒𝑟𝑦 𝑎 ≠ 𝑏. 

2) Pr 𝐷 ∗ = 
𝑑𝐾(∗,  𝐷)

𝑍
, where dK 

∗, D =    𝑛𝑏𝑎𝑎,𝑏 |a  b 𝑖𝑛 ∗ . 

 

  is the noise level. 0 represents completely noise free distribution and  = 1 
represents the uniform distribution. 

PROBLEM STATEMENT 

Objective: 

 Select a subset of size k that maximizes the chances that it is the subset of top k 

candidates in the true order *. 

 

 Appears in practice, for example, in team building. 

 Also NP-hard for both noisy orders and noisy comparisons for any 1 ≤ 𝑘 ≤ 𝑚 − 1. 

 When there is high noise ( is sufficiently large), top k candidates according to ESM 

also form the optimal k-subset for the TOP-SUBSET objective. 

 

Implication: 

 Top k candidates in the ESM do not only ensure that the top candidate is included 

with high probability, but also ensure that the other candidates are very likely to be 

the next k-1 best candidates. 

RESULTS II: TOP-SUBSET 

Objective: 

 Select a subset of size k that maximizes the chances of including the best alternative 

(which is at the top in the true order *). 

 

Applications: 

 New Product Development (NPD) - shortlisting a few designs through a market survey. 

 Cloud Computing - choosing nodes for speculative execution. 

 Crowdsourcing. 

 

Why simple majority does not work! 

 

 

 

 

 

 

 

 

How to select the optimal k-subset of candidates? 

 Theorem: INCLUDE-TOP is NP-hard for both noisy orders and noisy comparisons (and 

hence for noisy choice model) for any 1 ≤ 𝑘 ≤ 𝑚 − 1. 
 

 The hardness result uses the case when  0 , i.e., when there is little noise. But in 

that case, we don’t need the best because any reasonable rule would work well, if 

not optimally.  

 For the other extreme when there is high noise, it turns out that we can indeed 

perform optimally in polynomial time. 

 

 Extended Scoring Method: 𝑆𝐶 𝑎 =   𝑛𝑎𝑏𝑏≠𝑎  (number of pairwise wins). 

 Theorem: When there is high noise ( is sufficiently large), top k candidates 

according to ESM maximize the chances of including the best alternative. 

 For noisy orders, reduces to a famous rule known as the Borda count. 

 

 Q: Okay, we included the best. What about the other alternatives chosen? Are they 

very bad? Intuition says NO. If they were likely to be the best, they must be good 

themselves. Turns out, that is exactly right! 

RESULTS I: INCLUDE-TOP SIMULATIONS 

MAIN CONTRIBUTION 

Noisy Choice Model 

 A unifying model that captures several well studied preference types and their 

distributions from the exponential family. 

 Generalizes noisy orders, noisy comparisons, noisy partial orders of a fixed length etc. 

 The distributions in noisy choice model share the same optimal method for our 

objectives.  

 

 Open Question: What other properties do these distributions share? 

 

Ordinal objectives for selecting sets of alternatives 

 Several practical cases where more than one winner needs to be selected. 

 INCLUDE-TOP, TOP-SUBSET and TOP-TUPLE serve as useful objectives when cardinal 

comparison of the alternatives is not possible. 

 

 Research Direction: INCLUDE-TOP and TOP-SUBSET share the same optimal method in 

this case. This hints at a possibility of an intrinsic connection between the two 

objectives, hopefully in a more general setting. 

 

Connection between Borda count and Kemeny ranking 

 Connected Borda count and Kemeny ranking via a continuum of ‘optimal’ voting rules. 

 Connection has elementary interpretation in the pairwise candidate graph. 

 This might be of independent interest to social choice theory. 
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A Maximum Likelihood Approach 
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RESULTS III: TOP-TUPLE 

DISTRIBUTIONS  OF VOTES 

EXTENSIONS 

Objective: 

 Select an ordered tuple of size k that maximizes the chances that it is the k-prefix of 

the true order *. 

 Q: Why is it not the same as TOP-SUBSET? Sum of likelihoods of various orders… 

 Appears in practice, for example, in selecting a committee (e.g., president, vice-

president etc.) and in combining search results from different search engines. 

 

 As before, the objective is NP-hard for 1 ≤ 𝑘 ≤ 𝑚 and is tractable when the noise is 

sufficiently high. 

 For k=1, the objective reduces to finding the candidate which is most likely to be the 

best candidate and for k=m, it reduces to finding an MLE for the true order. 

 Thus for noisy orders with high noise, it reduces to Borda count for k=1 and Kemeny 

rule for k=m. In fact, the optimal rules for various values of k in this case form a 

continuum between the two voting rules. 

 

Scored Tuples Method: 

 𝑆𝐶 𝑎1, 𝑎2, … , 𝑎𝑘 =  𝑆𝐶 𝑎𝑖 − 𝑑𝐾( 𝑎1, 𝑎2, … , 𝑎𝑘 , 𝐷)
𝑘
𝑖=1  

 Choose the k-tuple that maximizes the score. 

Data: 

 ‘m’ alternatives (RNA designs in the above example). 

 Underlying (unknown) true ranking/order among the alternatives ‘*’ (not subjective) 

 ‘n’ “preferences” among the alternatives or “votes” sampled from a distribution ‘’ 

centered around *. Need not be total orders among the alternatives. 

 The number of alternatives to be selected - ‘k’. 

 

Objective: 

 Find a target (according to some criteria) subset or tuple of alternatives of size k. 

 Since * is unknown, use maximum likelihood estimation given the n votes from the 

distribution . 

INCLUDE-TOP : Noisy Orders INCLUDE-TOP : Noisy Comparisons 

TOP-SUBSET: Noisy Orders TOP-TUPLE : Noisy Orders 

 Setting: m=10, n=10, p=0.55 (  0.818) 
 Same results are observed for other values of m, n and  as well. 

‘High Likelihood’ instead of ‘Maximum Likelihood’ 

 Instead of maximizing the probability of including the top candidate, just ensure that 

the probability is sufficiently high.  

 More candidates need to be included in the subset to increase the probability. 

 

 Question: How many candidates need to be chosen?  

 Preliminary results available for Extended Scoring Method. 

 

Solving the objectives with high probability 

 Selecting the optimal k-subset for INCLUDE-TOP is NP-hard but it can be computed 

with high probability. 

 This approach relies on sampling from an extension of Mallow’s model known as the 

Generalized Mallow’s Model.  

 

 Open Question: Can sampling from the Generalized Mallow’s Model can be done in 

polynomial time? 

 

Data Allocation 

 Current method: input dataset is assumed to be given and a subset of alternatives is 

selected optimizing certain objective functions. 

 Consider an extension where there are multiple users available with different 

precision level and there is a limit on the number of evaluations that each user can 

perform.  

 Two processes: allocation (static or dynamic) of alternatives to the users to get the 

dataset and combining these evaluations to compute the answer. 

 

 Open Question: How to design a mechanism that performs both functions in a way  

that jointly optimizes the objective function? 

 Tens of thousands of participants propose their RNA designs for a particular goal. 

 We want to find out which design folds best in reality. But we have the budget to 

synthesize only 8 designs in the lab. 

 Users vote for designs and help pick out the 8 designs such that the best design is very 

likely to be one of them, which will be singled out after synthesis. 

 Currently, the designs are picked using a rule known as k-approval where each user 

picks out the 8 designs that he thinks are the best for this purpose. The 8 designs 

which get picked out by most users are synthesized in the lab. 

BUT IS THIS THE BEST WAY TO CHOOSE 

THE 8 DESIGNS TO BE SYNTHESIZED? 

THE ANSWER IS…..NO ! 

k = 1 

Borda count 

k = k 

Scored Tuples 

 𝑆𝐶 𝑎𝑖 − 𝑑𝐾( 𝑎1, … , 𝑎𝑘 , 𝐷)
𝑘

𝑖=1
 𝑆𝐶(𝑎1) 

k = m 

Kemeny rule 

−𝑑𝐾( 𝑎1, … , 𝑎𝑚 , 𝐷) 
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