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Abstract

Motivation: The building blocks of biological networks
are individual protein-protein interactions (PPI). The cu-
mulative PPI dataset in S. cerevisiae now exceeds 78,000.
Studying the network of these interactions will provide
valuable insight into the inner workings of cells.
Results: We performed a systematic graph theory based
analysis of this PPI network to construct computational
models for describing and predicting the properties of
lethal mutations and proteins participating in genetic in-
teractions, functional groups, protein complexes, and sig-
naling pathways. Our analysis suggests that lethal muta-
tions are not only highly connected within the network,
but they also satisfy an additional property: their removal
causes a disruption in network structure. We also provide
evidence for the existence of alternate paths that bypass
viable proteins in PPI networks, while such paths do not
exist for lethal mutations. In addition, we show that dis-
tinct functional classes of proteins have differing network
properties. We also demonstrate a way to extract and iter-
atively predict protein complexes and signaling pathways.
We evaluate the power of predictions by comparing them
to a random model, and assess accuracy of predictions by
analyzing their overlap with MIPS database.
Conclusions: Our models provide a means for under-
standing the complex wiring underlying cellular function,
and enable us to predict essentiality, genetic interaction,
function, protein complexes and cellular pathways. This
analysis uncovers structure-function relationships observ-
able in a large PPI network.
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Margaret Hospital, University Health Network, Division
of Cancer Informatics, 610 University Avenue, Toronto,
ON, M5G 2M9, Canada.
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1 Introduction

Information about the molecular networks that define cel-
lular function, and hence life, is exponentially increasing.
One such network is the aggregate collection of all pub-
licly available PPIs, the volume of which in S. cerevisiae
has dramatically increased in a relatively short time pe-
riod. The current yeast PPI data set comprises 78,390
interactions obtained by diverse experimental and com-
putational approaches, and classified with varying levels
of confidence based on the evidence supporting an indi-
vidual PPI (von Mering et al. 2002). This volume of PPI
data has presented the opportunity to systematically ana-
lyze the topology of such a large network for functional
information using several graph theory-based approaches,
and use this to construct models for predicting essentiality,
genetic interactions, function, protein complexes and cel-
lular pathways. The first step involves the mathematical
representation of a PPI network as a graph, where nodes
in the graph represent proteins and the edges that con-
nect them correspond to interactions (Fig. 1 A). The sec-
ond step is to determine graph properties of the network,
such as the degree or connection of nodes, the number
and complexity of highly connected subgraphs, the short-
est path length for indirectly connected nodes, alternative
paths in the network, and fragile key nodes (as defined in
Fig 1 B and later in text). The third step involves hypoth-
esis generation by iterative filtering and evaluation of the
power of predictions when compared to a random model.

We constructed and analyzed four PPI graphs using
data from (von Mering et al. 2002) (see the first two
paragraphs of the Supplementary Information). We de-
scribe here the results of the analysis of the graph con-
taining only the top 11,000 interactions from (von Mering
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et al. 2002), which utilizes high confidence interactions
detected by diverse experimental methods (see Supple-
mentary Information). These 11,000 interactions involve
2,401 proteins. Thus, our graph contains 2,401 nodes cor-
responding to the proteins, and 11,000 edges correspond-
ing to the 11,000 interactions. The graph is undirected
with no weights on nodes or edges. Leda software library
for combinatorial computing (Mehlhorn and Naher 1999)
was used to store and analyze the resulting graph.

Several focused partial studies on smaller networks
provide useful insight into cellular wiring. It has been
suggested that proteins whose mutation causes lethality
are more highly connected (i.e., they have a high degree)
than proteins whose disruption is non-lethal (Jeong et al.
2001). The degree of a node in a graph is the num-
ber of edges intersecting with that node (see Figure 1.B
and System and Methods section 2.1). It has also been
shown that robustness in biological networks is supported
by increased connectivity of high degree and low degree
nodes, and decreased connectivity between pairs of high
degree nodes (Maslov and Sneppen 2002). A larger study
on 11,855 interactions among 2,617 proteins in budding
yeast used a spectral analysis method to predict function
of 76 uncharacterized proteins (Bu et al. 2003). Data on
genetic interactions from MIPS (Mewes et al. 2002), i.e.,
combinations of non-lethal mutations that lead to lethality
or dosage lethality, has enriched the opportunity to ex-
amine if such proteins display unique network connection
properties that distinguish them from proteins whose dis-
ruption causes no observable phenotype.

2 System and Methods

To analyze the network of protein-protein interactions, we
used the following tools.

2.1 Degrees

The degree of a node in a graph is equal to the number of
edges containing that node (see Figure 1 B). The degree
for all nodes (i.e. proteins) in the PPI network has been
computed using Leda’s degree operations (Mehlhorn and
Naher 1999). We also computed the average, the stan-
dard deviation, and the skew for degrees, as well as for
subsets of nodes belonging to lethal, viable, genetic mu-
tations, and the 12 functional groups from MIPS (Mewes
et al. 2002). We sorted the nodes of the PPI graph by de-
gree, identified nodes in the top 3 and 5 percent, as well
as nodes of degree 1 (since approximately

�����
of nodes

of the PPI graph are of degree 1), and checked for pres-
ence of proteins from lethal mutations, genetic interaction
pairs, viable mutations, and the 12 functional groups from

MIPS, in these groups of very high and very low degree
nodes.

2.2 Groups of Nodes with Selected Graph
Properties

The graph theoretic groups of nodes that we identified in
the PPI network include the following (they are illustrated
in Figure 1 B). An articulation point of a graph is a node
whose removal disconnects the graph. A minimum span-
ning tree (MST) of a graph is a connected acyclic sub-
graph that contains every node of the graph and has min-
imum sum of edge weights. In our analysis, we consid-
ered all edges to have a weight of 1, and defined hubs as
highly connected nodes on an MST of the graph. Since
only around � � of nodes of the graph have a degree at
least 5, we chose nodes of an MST with a degree of at
least 5 to be hubs. We say that two nodes are adjacent
if they are connected by an edge. Siblings are nodes that
have the same neighborhood, where a neighborhood of a
node � is a set of all nodes that are adjacent to � .

Articulation points of the PPI graph have been deter-
mined by modifying Leda’s implementation for testing
bi-connectedness (i.e., absence of articulation points) of
a graph.

To identify hubs we found a minimum spanning tree
(MST) of the PPI graph (we used Leda’s implementation
of an MST algorithm, with costs on all edges equal to 1).
Only approximately � � of nodes on the identified MST
are of degree � 5. We determined hubs as the high degree
nodes (degree � 5) on the MST.

We identified all siblings in the PPI graph by comparing
the rows and the columns corresponding to every pair of
nodes in the adjacency matrix of the graph.

2.3 Shortest Paths

A shortest path between two nodes corresponds to the
minimum number of edges that has to be traversed in the
graph to get from one node to the other (see Figure 1 B).

Shortest paths between all pairs of nodes in the undi-
rected PPI graph have been generated using Leda’s rou-
tine AllPairsShortestPaths. We determined the length of
the shortest path between pairs of genetic interactions in
the graph as follows: for each �
	���
�� pair, we ran Leda’s
implementation of Dijkstra’s algorithm from 	 to 
 on the
bi-directed version (which is equivalent to undirected ver-
sion in our case) of the graph and output the value of the
shortest path.

For predictions of genetic interactions, we considered
all edges ��	���
�� such that the graph �����
	���
�� has an
increased number of connected components compared to
graph G, and out of all edges identified in this way we
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Figure 1: A. The PPI network constructed on the top 11000 interactions from [1] involving 2401 proteins.
B. An illustration of graph theoretic properties: degrees, articulation points, clusters, hubs, siblings, and
shortest paths. The degree of a node is equal to the number of edges containing the node, i.e., node -/.
has degree 1, node -!0 has degree 2, and node -21 has degree 5. An articulation point of an undirected
graph is a node whose removal disconnects the graph. Clusters in a graph correspond to highly connected
subgraphs of the graph. A complete graph on 3 nodes, denoted by 465 is a graph with an edge between every
pair of nodes. Thus, clusters 7 . , 7 0 , and 7 1 represent complete graphs on 5, 4, and 3 nodes respectively.
A minimum spanning tree (MST) of a graph is a connected acyclic subgraph that contains every node and
has minimum sum of edge weights (in our analysis, we considered all edges to have a weight of 1). We
define hubs as highly connected nodes on an MST of the graph; since only around � � of nodes of the
graph have a degree at least 5, we chose nodes of an MST with a degree of at least 5 to be hubs. Siblings
are nodes that have the same neighborhood ( 8 ��� � denotes the neighborhood of node � ): 9 . , 9 0 , and 9 1 are
siblings, since 8 �:9;. ��<=8 �:9>0 ��<?8 �"9>1
�@< �
�;1 � �BA�� ; also, ��. is a sibling of ��0 , since 8 ����. ��<=8 � �;0 ��< �
�;1 � . A
shortest path between two nodes corresponds to the minimum number of edges that has to be traversed in
a graph to get from one node to the other.
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output those with exactly one node belonging to a known
genetic interaction pair.

2.4 Clusters

Clusters in PPI graphs of different size have been deter-
mined using the Highly Connected Subgraphs (HCS) al-
gorithm (Hartuv and Shamir 2000) for cluster analysis.
The algorithm outputs the highly connected subgraphs of
a graph on - nodes, where a highly connected subgraph
is a subgraph such that the minimum number � of edges
whose removal disconnects the graph is bigger than -�� �
(see Figure 1 B). Note that Hartuv and Shamir proved that
their HCS algorithm based on -�� � connectivity require-
ment produces clusters with good homogeneity and sep-
aration properties. We first identified connected compo-
nents of a graph by using Leda’s routine Components, and
then ran HCS algorithm on each of the connected compo-
nents of the graph.

To compare functional homogeneity and overlap with
MIPS of the identified clusters with a random model, we
constructed three sets of random clusters on the PPI graph
having the same number of nodes per cluster as the iden-
tified clusters. We used hypergeometric distribution to
model the probability of observing at least � proteins from
a cluster of size - by chance in a functional group contain-
ing � proteins from a total number �6< � �����
	 of proteins
present in our network, such that the P-value is given by
� <�	�
������ .5����

������ ����� � � � �� � � . The same method was used
in (Bu et al. 2003) and it measures whether a cluster is
enriched for proteins from a particular functional group
more than would be expected by chance. A P-value close
to zero demonstrates low probability that the proteins of
a specific functional group were chosen by chance. Func-
tional groups were taken from (von Mering et al. 2002).

2.5 Important Proteins

To identify topologically important proteins, we used the
following method. For each node � in the undirected PPI
graph, we constructed a tree !#" of shortest paths from that
node to all other nodes in the graph. For a node � of the
PPI graph, we denote by -$" the number of nodes that are
directly or indirectly connected to node � (i.e., the tree
!�" contains -#" nodes). We extracted all nodes % on the
above defined tree !#" of shortest paths from node � , such
that more than - " �&� paths from � to other nodes in the tree
meet at node % . Nodes % extracted in this way represent
“bottle necks” of the shortest path tree ! " rooted at node
� , since at least - " �'� paths of the - " -node tree ! " “meet”
at % . For every node � of the PPI graph, we constructed
these shortest path trees !#" rooted at � , and extracted their
“bottle neck” nodes. Note that the same node may be a

“bottle neck” of different shortest path trees. Thus, we
counted in how many shortest path trees each of the ex-
tracted “bottle neck” nodes appeared. The “bottle neck”
nodes which appeared most times we call “important pro-
teins”. We analyzed functions of the ten “bottle neck”
nodes which were the most frequent (see section 3.3).

2.6 Pathways

We examined the proteins belonging to MAPK pathways
in the yeast PPI network to notice patterns that could be
exploited for modeling pathways. We first determined de-
gree of individual components of the MAPK pathway on
the graph constructed on all interactions from (von Mer-
ing et al. 2002), since this graph contains a larger number
of MAPK nodes than the 11,000 interaction graph (See
Supplementary Information). There are 31 MAPK nodes
on this graph, 4 of them are starting points (sources), 8
are ending points (sinks), and the rest are internal nodes.
There is a significant difference in degree of sources, sinks
and the internal proteins. Sources have an average degree
of 2.25 (SD is 1.50), sinks of 24.63 (SD is 16.38), while
the internal proteins have an average degree of 29.95 (SD
is 28.61). Thus, we built the following model for pre-
dicting linear pathways, and applied it to the PPI graph
with 11,000 interactions. We were conservative in choos-
ing degrees for sources, sinks, and internal nodes in our
model due to large standard deviations of average degrees
in our model. We determined shortest paths between ev-
ery pair of nodes in the PPI graph whose degrees are at
most 4, such that the internal nodes on these shortest paths
are of degree at least 8. We extended these pathways by
adding to them all neighbors 	 of degree at least 8 of in-
ternal pathway nodes, as well as all the neighbors of 	 of
degree at least 8. We then identified all of the pathways
obtained in this way that have a transmembrane or sensing
protein at one end and a transcription factor at the other.

3 Results and Discussion

3.1 Connectedness, Lethality, and Function

To address the question of network connectedness of
lethal mutations and proteins participating in genetic in-
teractions, we analyzed properties of known lethal mu-
tations and proteins participating in genetic interactions
(obtained from MIPS (Mewes et al. 2002)) on the PPI
graph (Supplementary Tables 4, 6, 7, 8). We first con-
firmed previously noted observations from smaller net-
works (Jeong et al. 2001), demonstrating that viable pro-
teins have a degree that is half that of lethal proteins
(Supplementary Table 4). Supplementary Table 8 further
shows that while lethal proteins are more frequent in the
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Figure 2: In the PPI graph: A. Probability distribution of shortest path lengths between reachable genetic
interaction pairs. B. Probability distribution of shortest path lengths between all pairs of reachable nodes.

top � � of the high degree nodes compared to viables, the
viable mutations are more frequent in the nodes of de-
gree 1. Proteins participating in genetic interactions in
the graph appeared to have a degree closer to that of vi-
able proteins. Interestingly, lethal mutations are not only
highly connected nodes within the network (called hubs),
but are nodes whose removal causes a disruption in net-
work structure (called articulation points), as defined in
Fig. 1 B and System and Methods section 2.2. Lethal mu-
tations have a higher frequency in the group of proteins
that are articulation points and hubs than do proteins that
participate in genetic interactions, or viable mutations, as
shown in Supplementary Table 6. The obvious interpreta-
tion of these observations in the context of cellular wiring
is that lethality can be conceptualized as a point of dis-
connection in the network. In other words, our analy-
sis indicates that lethal nodes are not just of high degree,
but the nodes whose disruption disconnects the network.
A contrasting property to hubs and articulation points is
the existence of alternative connections, called siblings,
which covers nodes in a graph with the same neighbor-
hood (as defined in Fig. 1 B and System and Methods
section 2.2). We have observed that viable mutations have
an increased frequency in the group of proteins that could
be described as siblings within the network compared to
lethal mutations or proteins participating in genetic inter-
actions ( Supplementary Table 6). This suggests the ex-
istence of alternate paths that bypass viable nodes in PPI
networks, and offers an explanation why null mutation of
these proteins is not lethal.

Extending these observations, we noted that of 2,067
interactions involving known genetic interactions, 366
pairs have both proteins in the PPI graph. Out of the 366
pairs, 285 ( ����� � � ) are directly or indirectly connected (46
of them are directly connected), and 160 pairs ( ������� ��� )
disconnect the graph upon deletion. Of the 160 genetic
interaction pairs, 130 are directly or indirectly connected
(21 of them are directly connected). Indirectly connected

interaction pairs of nodes can be characterized by the
shortest path length, which is calculated as the minimum
number of edges in between the two nodes. The probabil-
ity distribution of shortest path lengths between connected
genetic interaction pairs has two peaks, one at length 1
and the other at lengths 4 and 5 (Fig. 2 A). The proba-
bility distribution of shortest path lengths between every
reachable pair of nodes in the PPI graph has only one peak
at lengths 4 and 5 (Fig. 2 B). This suggests that the first
peak in the probability distribution of shortest path lengths
between directly or indirectly connected genetic interac-
tion pairs is characteristic of genetic interaction proteins.
Consequently, we further analyzed directly connected ge-
netic interaction pairs (see System and Methods section
2.3). We used the observed properties of identified genetic
interaction proteins and the position of proteins within
the graph to construct rank-ordered predictions regard-
ing possible new genetic interaction pairs. Since the PPI
graph has 2,401 proteins, it contains 2,881,200 unordered
pairs of proteins. Out of these 2,881,200 pairs, we iden-
tified 3,225 pairs that are directly connected and whose
removal disconnects the graph (Supplementary Data Ta-
ble 16). 1,008 of these pairs have similar functions. This
is 2.74 times higher than expected at random on the same
graph (analyzing three files containing 3,225 random pairs
each, only 350, 376, and 377 same function pairs are de-
tected; see Supplementary Data Table 17). Out of the
3,225 directly connected pairs whose removal disconnects
the graph, 1,234 contain exactly one protein that already
is part of a known genetic interaction pair (Supplemen-
tary Data Table 18). 288 of these pairs are of the same
function. This is 2.199 times higher than expected at ran-
dom on the same graph (analyzing three files containing
1,234 random pairs each, only 122, 135, and 136 same
function pairs are observed; see Supplementary Data Ta-
ble 19). The predictive power of this approach will be en-
hanced as the volume of both PPI and genetic interaction
data continues to be enriched.
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Another interesting result of our analysis shows that
distinct functional classes of proteins have differing net-
work properties. This supports earlier findings that com-
plex networks comprise simple building blocks ((Shen-
Orr et al. 2002), (Milo et al. 2002)), which are hier-
archically organized into modules (Ravasz et al. 2002).
Since different building blocks and modules have differ-
ent properties, it can be expected that they serve different
functions. To examine this in detail, we used the func-
tional classifications in the MIPS database (Mewes et al.
2002) to statistically determine graph properties for each
group (Supplementary Tables 9-15). We observed that
proteins involved in translation appear to have the high-
est average degree, while transport and sensing proteins
have the lowest average degree. Fig. 3 A and 3 B sup-
port this result as half of the nodes with degrees in the
top � � of all node degrees are translation proteins, while
none belong to amino-acid metabolism, energy produc-
tion, stress and defense, transcriptional control, or trans-
port and sensing proteins. This is further supported by
the observation that metabolic networks across 43 organ-
isms tested have an average degree of � � (Jeong et al.
2000). By intersecting each of the lethal, genetic interac-
tion, and viable protein sets with each of the functional
groups, we observed that amino-acid metabolism, energy
production, stress and defense, transport and sensing pro-
teins are less likely to be lethal mutations (Fig. 3 C). Of all
functional groups, transcription proteins have the largest
presence in the set of lethal nodes on the PPI graph (ap-
proximately

� � � of lethals on the PPI graph are transcrip-
tion proteins, as illustrated in Fig. 3 C). Notably, amongst
all functional groups, cellular organization proteins have
the largest presence on articulation point and hub nodes
(Fig. 3 D).

3.2 Protein Complexes

One of the most challenging aspects of PPI data analysis
is determining which of the myriad of interactions com-
prise true protein complexes ((Ho et al. 2002), (Edwards
et al. 2002), (Tong et al. 2002)). Prior approaches to this
problem have involved measurements of connectedness
(e.g., k-core concept (Bader and Hogue 2002)), Watts-
Strogatz’s node neighborhood “cliquishiness” (Watts and
Strogatz 1998) (e.g., MCODE method (Bader and Hogue
2003)), or the reliance on reciprocal bait-hit interactions
as a measure of complex involvement. We hypothesized
that highly connected subgraphs or “clusters” within a
PPI network could indicate protein complexes (see Sys-
tem and Methods section 2.4). A highly connected sub-
graph is itself a graph, in which the minimum number
of edges whose removal disconnects the graph is greater
than -�� � , where - is the number of nodes in the subgraph

(Hartuv and Shamir 2000). We analyzed PPI graphs of
different sizes to determine the relationship between the
size of a graph and the number and complexity of identi-
fied clusters, which are feasible candidates for biological
complexes. Supplementary Data Table 20 lists all identi-
fied clusters. We observed that with increasing size of the
PPI graph, the number of nodes in individual clusters in-
creases, while the number of identified clusters decreases
(see Supplementary Information). This result may be due
to increasing noise in the data (since we include not only
high confidence, but also medium and low confidence in-
teractions from (von Mering et al. 2002)), or to an aggre-
gation of transient complexes in the overall network. Au-
tomated protein complex identification may consequently
become more challenging as additional PPI data becomes
available. The integration of PPI datasets with annotation
or gene expression data might prove to be a useful solu-
tion to the problem, as co-expression could enable predic-
tion of sub-complexes within biological complexes (Ge
et al. 2001) or to separate transient and stable complexes
(Jansen et al. 2002).

The protein complex identification algorithm recog-
nized a number of known protein complexes (Fig. 4 A). A
notable example was the Orc complex on the PPI graph,
comprised of Orc proteins 1-6. The algorithm identified
all but Orc6 as part of a graph cluster. Orc6 was adja-
cent to 3 nodes of the recognized cluster, i.e., it would be
logical to include it in the PPI cluster. However, its in-
clusion would increase the number of nodes in the cluster
from 5 to 6, and it takes 3 edges to disconnect the node
from the rest of the cluster, which violates the definition
of a highly connected subgraph. Similarly, we identified 5
out of 6 proteins in the Nup84 complex on the PPI graph:
Nup84, Nup85, Nup145, Sec13, and Seh1. Nup120 is a
logical part of our cluster, but is excluded for similar rea-
sons as Orc6. Interestingly, nearly all identified clusters
on the PPI graph with 3-6 proteins are complete or al-
most complete graphs (i.e., graphs with all nodes directly
connected); only two 5-protein clusters lack one inter-
action each to be complete graphs. In addition to these
small clusters, the PPI graph has 4 larger clusters: one
with 15, two with 22, and one with 65 nodes. The 15-
protein cluster has 103 interactions and thus lacks 2 inter-
actions to be a complete graph. Thus, these are already as
complete subgraphs as they can be, which increases con-
fidence in their existence despite potentially noisy data.
The remaining three larger clusters contain large complete
subgraphs (see Supplementary Information). These ob-
servations suggest that the algorithm identified PPI clus-
ters with dense “cores” surrounded by a less dense neigh-
borhood. We also compared the 31 identified clusters for
overlaps against the MIPS database complexes and ob-
tained high overlaps in all but 4 clusters (Supplementary
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Figure 3: Statistics for functional groups in the PPI graph: G – amino acid metabolism, C – cellular
fate/organization, O – cellular organization, E – energy production, D – genome maintenance, M – other
metabolism, F – protein fate, R – stress and defense, T – transcription, B – transcriptional control, P –
translation, A – transport and sensing, U – uncharacterized. A. Division of the group of nodes with degrees
in the top � � of all node degrees. B. Division of nodes of degree 1. Compared with Figure 3 A, translation
proteins are about 12 times less frequent, transcription about 2 times, while cellular fate/organization are 5
times more frequent, and genome maintenance, protein fate, and other metabolism are about 3 times more
frequent; also, we have twice as many uncharacterized proteins. C. Division of lethal nodes. D. Division of
articulation points which are hubs.
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Data Table 21). Amongst the 4 clusters that do not over-
lap MIPS is a functionally homogeneous 6-protein clus-
ter Rib1-5, Rib7, as well as cluster Vps20, 25, 36, which
are likely corresponding to protein complexes. Further-
more, a functional analysis of each cluster determined 12
fully functionally homogeneous clusters, 4 clusters with
� � � 
 � � � function homogeneity, 6 clusters with ��� �
function homogeneity, 2 clusters with ��� � function ho-
mogeneity, and 6 clusters had all proteins of uncharac-
terized function or of heterogeneous function (see Sup-
plementary Data Table 21). This functional homogeneity
of all but one discovered clusters is statistically signifi-
cant with � � ��� � ��� (Supplementary Data Table 22). In
contrast, the three sets of random clusters do not overlap
MIPS complexes and are highly heterogeneous (Supple-
mentary Data Table 23) with P-values several orders of
magnitude larger than P-values for the identified clusters
(Supplementary Data Table 24).

3.3 Important Proteins

It has been observed that PPI data uncovers both stable
and transient complexes (Jansen et al. 2002). It can be ex-
pected that combining multiple PPI datasets will result in
an increased frequency of stable complexes since it inher-
ently includes different time points. To address this issue,
we constructed a simple model for detection of proteins
that participate in multiple direct and indirect interactions
(see System and Methods section 2.5). After extracting
these proteins from the PPI graph as described in section
2.5, we noticed that � � � of the top ten most frequent pro-
teins are inviable and structural proteins, such as SRP1
structural constituent of cell wall, RPT3 proteasome reg-
ulatory particle, or ACC1 nuclear membrane organization
and biosynthesis (Supplementary Data Table 26). These
results suggest that such “most frequent” proteins in the
PPI graph create and support structure, rather than trans-
duce cellular signal.

3.4 Signaling Pathways

We next sought to determine if known signaling path-
ways had characteristic structure within the network. The
MAPK signaling pathway is a prototypical pathway that
exhibits linearity in structure (Roberts et al. 2000), which
we used to create a model for predicting linear pathways
(see section 2.6). There are 31 MAPK pathway proteins
on the full PPI graph comprising all 78,390 interactions:
4 of them are starting points (sources), 8 are ending points
(sinks), and the rest are internal proteins. There is a sub-
stantial difference in degree of sources, sinks and the re-
maining proteins. Sources have an average degree of 2.25
(SD=1.50), sinks of 24.63 (SD =16.38), while the remain-
ing proteins have an average degree of 29.95 (SD =28.61)

(Figure 4 B). Taking into account the large standard devi-
ation of degrees, we constructed a conservative predictive
model that considers sources and sinks with a degree of
at most 4 and intermediate nodes of degree at least 8. We
applied this model to the PPI graph of top 11,000 inter-
actions. Fig. 4 C shows a predicted signaling pathway
linking glycerol uptake and fatty acid biosynthesis to nu-
clear transcription. Supplementary Data Table 27 lists all
183,876 predicted pathways, including 399 with a tran-
scription factor at one end and a transmembrane or sens-
ing protein at the other. Combining this information with
partial signaling pathways should further increse biologi-
cal relevance of this list. We also highlighted 4,376 path-
ways where one of the predicted pathways ends with a
transcription factor, while the other is uncharacterized. In
addition, we examined articulation points of the MAPK
pathway. We found 13 articulation points, 4 of which
were lethal, 8 were proteins participating in genetic in-
teractions, and 1 was viable. This suggests that articula-
tion points on linear pathways are much more likely to be
lethal mutations or to participate in genetic interactions.

4 Conclusions

Complex biological and artificial networks show graph
properties that relate to the function these networks carry
(Milo et al. 2002) (Yook et al. 2002) (Tu 2000) (Williams
et al. 2002) (Eckmann and Moses 2002) (Girvan and
Newman 2002) (Stelling et al. 2002). Such network
structure-function relationships have been previously de-
scribed for maps of the Internet or World Wide Web (Yook
et al. 2002) (Tu 2000). We introduce a comprehensive
approach using graph properties on large PPI networks
to support functional analysis and hypothesis generation,
and thus establish structure-function relationship observ-
able in these networks. Our results suggest that by uncov-
ering the network properties of protein interactions, we
can computationally provide functional annotation for un-
characterized proteins, and more importantly, start simu-
lations to support “what if” analysis. We may determine
what is a weak link in a specific protein complex or a sig-
naling pathway, what alternative pathways may be pos-
sible, etc. Detection of these properties despite currently
available incomplete and noisy PPI data suggests that pre-
dictive models will improve in the future as higher quality
PPI data becomes available. In addition, an increased vol-
ume of PPI data across organisms will enable comparison
of functional properties and their conservation. Predict-
ing missing or incorrect annotation will be invaluable in
generating focused hypotheses regarding cellular wiring
for experimental confirmation. Further benefits will re-
sult from integrating PPI data sets with functional, struc-
tural and phenotypic databases. Similar integrated com-
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Figure 4: A. Subnetwork showing some of the identified complexes (green). Black lines represent PPIs to
proteins not identified as biological complex members due to stringent criteria about their connectivity in the
algorithm, or due to absence of protein interactions that would connect them to the identified complex. B.
An illustration of MAPK pathways in the graph with all PPIs. Node degrees for the MAPK pathways proteins
which are in the graph are in brackets. Colors of the MAPK proteins which are in the graph are: source
nodes are red, sink nodes are violet, and internal nodes are green. MAPK proteins which are not in the
graph are colored black. MAPK interactions which are present in the graph are represented as green edges,
MAPK interactions which are not present in the graph are represented as black edges, and the interactions
present in the graph, but not in the MAPK pathways are represented as blue edges. C. An example of a
predicted pathway. Note that this predicted pathway is presented as a subgraph of the PPI graph, and thus
some of its internal vertices appear to be of low degree, even though they have many more interactions with
proteins outside of this predicted pathway in the PPI graph.
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putational biology approaches will enable increased con-
fidence in high-throughput data, improved accuracy of hy-
pothesis generation, and provide a means for understand-
ing the complex wiring underlying cellular and organism
function. Regardless of improved accuracy of predictive
models over time, biological validation of predictions is
always necessary. However, these predictions can become
a useful tool for focusing further experiments, and the in-
tegrated approach will eventually lead to increased bio-
logical relevance of predictive models.
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