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This talk is a call to action for the PETS community to systematically measure and 
bring transparency to levers being abused for content censorship in generative AI*

* not just in China



What is AI alignment?

Various techniques used to ensure AI systems 
behave according to some set of values.
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Risks from users being too powerful

AI safety people talk a lot about:

What about the risks of LLM companies (and the 
states which govern them) being too powerful?



PETS people talk a lot about:
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Censorship

The intentional suppression of certain content 
from an information system by public or 

private actors.



Gen AI is prone to over-censorship



What are the mechanisms of alignment that 
can be abused for censorship?
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“During pre-training data preparation, we 
identify and filter out contentious content, 
such as values influenced by regional 
cultures, to avoid our model exhibiting 
unnecessary subjective biases on these 
controversial topics.”

“[W]e implement filters designed to remove 
data from websites are likely to contain 
unsafe content or high volumes of PII, 
domains that have been ranked as harmful
according to a variety of Meta safety 
standards”



Pre-training

Post-training

Prompt engineering

Content filtering

Reinforcement-learning and other 
post-training techniques help make 
LLMs useful (i.e. behave like 
chatbots) and also harmless.

What does harmless mean to 
different LLM developers?



Pre-training

Post-training

Prompt engineering

Content filtering

LLM instructions are used to refuse certain 
queries. E.g. OpenAI’s leaked ad-hoc 
election instructions:

# Content Policy

Allow: General requests about voting and 
election-related voter facts and procedures outside 
of the U.S. (e.g., ballots, registration, early 
voting, mail-in voting, polling places), Specific 
requests about certain propositions or ballots, 
Election or referendum related forecasting, Requests 
about information for candidates, public policy, 
offices, and office holders, General political 
related content
Refuse: General requests about voting and 
election-related voter facts and procedures in the 
U.S. (e.g., ballots, registration, early voting, 
mail-in voting, polling places)



Pre-training

Post-training

Prompt engineering

Content filtering

Chatbot applications may have 
keyword-based or ML-based content 
filters on prompts and responses.



What is AI alignment?

Various techniques used to ensure AI systems 
behave according to some set of values.



Whoʼs values?
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Questions for discussion
● What lessons can we learn from our experiences measuring network and 

social media censorship?
● What are transparency frameworks from social media content 

moderation we can explore?
● What are the differences between censorship in gen AI, on social media 

platforms, and at the network layer?


