Semi-Markov Processes

Semi-Markov Processes: Example

X (t) state of process at time ¢t > 0

X(t) €{0,1,2,..}

S1 < 82 < 83 < ...: epochs at which transitions occur
X,: new state entered at time n: X,, = X(5,,)

X(t)= X, for S, <t < S,
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1/2; 99

T
21 .
1/2: 1

e Embedded M.C.: mg = ..., 711 = ...
e Semi-Markov process: pg, p1

o Guess

Semi-Markov Processes: Requirements

e {X, :n>0}isaM.C. with {P;;}. This M.C. is called the
embedded M.C.

o Py=

o Uy=5,— 851
- isaRV
depends only on X,,_1, X,

P(U, <u| Xpo1 =i, X, =) = Gij(u)

U(i,j): conditional mean of transition time
U(i) = ¥ iU (i, )

e Visualization

Semi-Markov Processes: Analysis

e Lemma: Let M(t) be the number of transitions in a
semi-Markov process in the interval (0, t] for some given initial
state X. Then with probability 1 we have

tlim M(t) = oo.
Lemma: Consider a semi-Markov process with an irreducible
recurrent embedded M.C. {X,, : n > 0}. Given X, = ¢, let
M, ;(t) be the number of transitions into a given state j in the
interval (0, ¢]. Then M;;(t) is a delayed renewal process (and
M;;(t) is a renewal process).




Semi-Markov Processes: Analysis

e Theorem: Assume that the embedded M.C. of a semi-Markov
process is irreducible and positive recurrent. If Y, m;U (i) < oo,
then, with probability 1, the limiting fraction of time spent in
state ¢ is

P muG)

Semi-Markov Processes: Analysis

o Extensions

— Sample average:

lim P(X(t)=1i) =p;

t—oo

if G;j(u) is non-arithmetic for at least one pair 4, j of states
such that P;; > 0.

- Q(i,7) : fraction of time spent in transition from state ¢ to j

Q(Za]) =Di U(Z)




