Review Probability Theory

e “Basic” Probability Theory

e Laws of Large Numbers

“Basic” Probability Theory

Probability Model

e S: sample space (all possible outcomes)

— E: event, subset of S
o F: set of events

e P: rule for assigning probabilities to events

Examples of sample spaces:
o S ={wi,...,wy,}: finite number of sample points
o S = {wi,ws,...}: countably infinite number of sample points

e S = [w;, w,]: uncountably infinite number of sample points

Structure of set F

e If A, B € F,then

-A%erF
- AUBeF
- ANBeF

o If Al,AQ,Ag,

- U A, e F
- NjA; e F

€ F, then

Axioms for Probability Measure P : F — [0, 1]
1.0<PE)<1, EeF
2. P(S)=1

3. If By, Es, ... aresuch that E; N E; =0, i # j, then

P(UiE;) =) P(E)

Examples:
Uniform Distribution on S = [0, 1]

e P({w}) = ,we S
e P(E)= JE=lz,y]CS




From Axioms:

o P(AY) =1— P(A)

e P(AUB)=P(A)+ P(B)—- P(ANB)

Event of Probability 1
e FcF
e E#£S
e« P(E)=1

Example

Conditional Probability
e ABeF,P(B)>0

A
o P(A|B) =540

Independence
e P(AB) = P(A)P(B)
o If A and B are independent, then
P(A| B) = P(4)

Conditional Independence
e P(AB|C)=P(A|C)P(B|C)

e Example: A, B are not independent, but A, B are conditionally
independent.

Random Variable:
e X:5— R=(—00,+00) (1
e P(X<z)=PH{weS: X(w) <z})
— function of real variable z

- non-decreasing in x

- distribution function Fx (z)

Examples

Probability Density
o fx(z)= d%FX(x)

o If density exists and is finite everywhere, then X is a
continuous RV

Probability Mass Function for Discrete RV

® Px(.’lji), Z:1,2,




Multiple Random Variables: Expectations:

e Xi,...,X, aren RV. e Cont. RV: E[X] = [ afx(z)dx
e Discrete RV: E[X] = )" xPx(x)
Example: n dice rolls e General Case: E[X| = X = [ adFx(z)

Distribution Functions
Note: A RV is finite with probability 1, but this does not imply that

..., Tp): joint distribution function the expectation is finite.

i, ..., 00): marginal
distribution Non-negative RV
e X :5—[0,00)
The RV’s X, ..., X,, are independent if for all 21, ..., z,, € RN we
have

o BIX] =[5 [1- Fx(a)]d

) = I Py, () e 1 — Fx(z): complimentary distribution function

Functions of RV Sums of RV
o Y = g(X) e Z=X+Y
e g:(—00,00) = (—00,00) o If X, Y are RV’s then Z is a RV
o Y(w) = g(X(w)), weS If X,Y are independent RV’s, then

o E[Y]= [ ydFy(y) = [7 g(x)dFx(z) Fy(z) = /Oo Fx(z — y)dFy (y)

Moments We always have
e E[X"]: nth moment of X EXi+Xo+ ...+ X, = E[X1]+ ... + E[X,)]
e BE[(X — X)"]: nth central moment X If X1, ..., X,, are independent RV’s, then

* VAR(X) =0k = B[(X - X)) = B[X7] - X* E[X1Xs..X,] = E[X1|E[Xs]... E[X,)]

0%, =0%x, +-.+0%,, Sn=X1+..+X,




Laws of Large Numbers

X1, X5, ...., X,,: IID RV with finite mean X

Spn=X1+Xo+..+X,

Weak Law of Large Numbers

lim P{&—X‘ze}:(),
n

n—oo

Strong Law of Large Numbers

lim P |sup S—m—X’Z€J =0,
m

n—oo |:m2n

These results are very important for later

Basic Inequalities

For Non-negative RV:
e PY >y) < %, Markov Inequality
o If E[Y] < 0o, then

lim yP(Y >y) =0.

yHOO
For RV with finite mean and finite variance

e P[|Z—-E[Z]| > €] < Z—zz, Chebyshev Inequality

Weak Law of Large Numbers for IID RV with finite mean and
finite variance

Central Limit Theorem

X1, Xa, ..., X,,: IID RV with finite mean X and finite variance o2

S, = X1+ Xo+ ...+ X,

Central Limit Theorem

Sn—nX _ y> _ /yoo \/(1%) exp <_§2> da.

. \/leﬂ) exp (‘;2) dr.

Relative Frequency and Indicator Functions

Consider (S, F, P) and an event A € F

e Indicator Function 74 (RV)

1 weAd
14 =
0 otherwise

E[l4] =
0% = P(A)[1 - P(A)]
Ia, i=1,..,n,nIIDRV

Relative Frequency of A




From weak law of large numbers

limP<&—X‘Ze>:0, € > 0.
n—oo n

Consistent within probability model: relative frequency of an
event can be related to the probability of an event

Laws of Large Numbers

X1, X2, ..., X,,: IID RV with finite mean X and possible infinite
variance

S,=X1+Xo+ ...+ X,

Weak Law of Large Numbers

n—oo

limP{&—X‘Ze}ZO, e>0
n

Strong Law of Large Numbers

S -
lim P |sup |— — X 26]20, €e>0

n—oo |:m>n m




