
Review Probability Theory

• “Basic” Probability Theory

• Laws of Large Numbers

1

“Basic” Probability Theory

Probability Model

• S: sample space (all possible outcomes)

– E: event, subset of S

• F : set of events

• P : rule for assigning probabilities to events

Examples of sample spaces:

• S = {w1, ..., wn}: finite number of sample points

• S = {w1, w2, ...}: countably infinite number of sample points

• S = [wl, wu]: uncountably infinite number of sample points
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Structure of set F

• If A, B ∈ F , then
– AC ∈ F
– A ∪ B ∈ F
– A ∩ B ∈ F

• If A1, A2, A3, ... ∈ F , then
– ∪iAi ∈ F
– ∩iAi ∈ F
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Axioms for Probability Measure P : F 7→ [0, 1]

1. 0 ≤ P (E) ≤ 1, E ∈ F

2. P (S) = 1

3. If E1, E2, ... are such that Ej ∩ Ej = ∅, i 6= j, then

P (∪iEi) =
∑

i

P (Ei)

Examples:

Uniform Distribution on S = [0, 1]

• P ({w}) = , w ∈ S

• P (E) = , E = [x, y] ⊂ S
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From Axioms:

• P (AC) = 1 − P (A)

• P (A ∪ B) = P (A) + P (B) − P (A ∩ B)

Event of Probability 1

• E ∈ F

• E 6= S

• P (E) = 1

Example
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Conditional Probability

• A, B ∈ F , P (B) > 0

• P (A | B) = P (AB)
P (B)

Independence

• P (AB) = P (A)P (B)

• If A and B are independent, then

P (A | B) = P (A)

Conditional Independence

• P (AB | C) = P (A | C)P (B | C)

• Example: A, B are not independent, but A, B are conditionally

independent.
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Random Variable:

• X : S 7→ R = (−∞, +∞) (!!!)

• P (X ≤ x) = P ({w ∈ S : X(w) ≤ x})

– function of real variable x

– non-decreasing in x

– distribution function FX(x)

Examples
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Probability Density

• fX(x) = d
dx

FX(x)

• If density exists and is finite everywhere, then X is a

continuous RV

Probability Mass Function for Discrete RV

• PX(xi), i = 1, 2, ...
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Multiple Random Variables:

• X1, ..., Xn are n RV.

Example: n dice rolls

Distribution Functions

• FX1,X2,...,Xn
(x1, x2, ..., xn): joint distribution function

• FXi
(xi) = FX1,X2,...,Xn

(∞,∞, ..., xi, ...,∞): marginal

distribution

The RV’s X1, ..., Xn are independent if for all x1, ..., xn ∈ ℜN we

have

FX1,X2,...,Xn
(x1, x2, ..., xn) = ΠN

i=1FXi
(xi)
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Expectations:

• Cont. RV: E[X ] =
∫∞

−∞
xfX(x)dx

• Discrete RV: E[X ] =
∑

x xPX(x)

• General Case: E[X ] = X̄ =
∫∞

−∞
xdFX(x)

Note: A RV is finite with probability 1, but this does not imply that

the expectation is finite.

Non-negative RV

• X : S 7→ [0,∞)

• E[X ] =
∫∞

0

[

1 − FX(x)
]

dx

• 1 − FX(x): complimentary distribution function

10

Functions of RV

• Y = g(X)

• g : (−∞,∞) 7→ (−∞,∞)

• Y (w) = g
(

X(w)
)

, w ∈ S

• E[Y ] =
∫∞

−∞
ydFY (y) =

∫∞

−∞
g(x)dFX(x)

Moments

• E[Xn]: nthmoment ofX

• E[(X − X̄)n]: nth central moment X

• V AR(X) = σ2
X = E[(X − X̄)2] = E[X2] − X̄2
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Sums of RV

• Z = X + Y

• IfX, Y are RV’s then Z is a RV

• IfX, Y are independent RV’s, then

FZ(z) =

∫ ∞

−∞

FX(z − y)dFY (y)

• We always have

E[X1 + X2 + ... + Xn] = E[X1] + ... + E[Xn]

• IfX1, ..., Xn are independent RV’s, then

E[X1X2...Xn] = E[X1]E[X2]...E[Xn]

σ2
Sn

= σ2
X1

+ ... + σ2
Xn

, Sn = X1 + ... + Xn
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Laws of Large Numbers

X1, X2, ...., Xn: IID RV with finite mean X̄

Sn = X1 + X2 + ... + Xn

Weak Law of Large Numbers

lim
n→∞

P

[∣

∣

∣

∣

Sn

n
− X̄

∣

∣

∣

∣

≥ ǫ

]

= 0, ǫ > 0

Strong Law of Large Numbers

lim
n→∞

P

[

sup
m≥n

∣

∣

∣

∣

Sm

m
− X̄

∣

∣

∣

∣

≥ ǫ

]

= 0, ǫ > 0

These results are very important for later
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Basic Inequalities

ForNon-negative RV:

• P (Y ≥ y) ≤ E[Y ]
y
, Markov Inequality

• If E[Y ] < ∞, then

lim
y→∞

yP (Y ≥ y) = 0.

For RV with finite mean and finite variance

• P
[

|Z − E[Z]| ≥ ǫ
]

≤ σ2

Z

ǫ2
, Chebyshev Inequality

Weak Law of Large Numbers for IID RV with finite mean and

finite variance
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Central Limit Theorem

X1, X2, ...., Xn: IID RV with finite mean X̄ and finite variance σ2
z

Sn = X1 + X2 + ... + Xn

Central Limit Theorem

lim
n→∞

P

(

Sn − nX̄
√

(n)σx

≤ y

)

=

∫ y

−∞

1
√

(2π)
exp

(−x2

2

)

dx.

Yn = Sn−nX̄√
(n)σx

• E[Yn] = 0

• σ2
Yn

= 1

• limn→∞ FYn
(y) =

∫ y

−∞
1√
(2π)

exp
(

−x2

2

)

dx.
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Relative Frequency and Indicator Functions

Consider (S,F , P ) and an event A ∈ F

• Indicator Function IA (RV)

IA =







1 w ∈ A

0 otherwise

• E[IA] =

• σ2
A = P (A)[1 − P (A)]

• IAi
, i = 1, ..., n, n IID RV

• Relative Frequency of A
∑n

i=1 IAi

n
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From weak law of large numbers

lim
n→∞

P

(
∣

∣

∣

∣

Sn

n
− X̄

∣

∣

∣

∣

≥ ǫ

)

= 0, ǫ > 0.

Consistent within probability model: relative frequency of an

event can be related to the probability of an event
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Laws of Large Numbers

X1, X2, ...., Xn: IID RV with finite mean X̄ and possible infinite

variance

Sn = X1 + X2 + ... + Xn

Weak Law of Large Numbers

lim
n→∞

P

[
∣

∣

∣

∣

Sn

n
− X̄

∣

∣

∣

∣

≥ ǫ

]

= 0, ǫ > 0

Strong Law of Large Numbers

lim
n→∞

P

[

sup
m≥n

∣

∣

∣

∣

Sm

m
− X̄

∣

∣

∣

∣

≥ ǫ

]

= 0, ǫ > 0
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