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Abstract—A good clustering algorithm can discover natural groupings in data. These groupings, if used wisely, provide a form of weak supervision for learning representations. In this work, we present Clustering-based Contrastive Learning (CCL), a new clustering-based representation learning approach that uses labels obtained from clustering along with video constraints to learn discriminative face features. We demonstrate our method on the challenging task of learning representations for video face clustering. Through several ablation studies, we analyze the impact of creating pair-wise positive and negative labels from different sources. Experiments on three challenging video face clustering datasets: BBT-0101, BF-0502, and ACCIO show that CCL achieves a new state-of-the-art on all datasets.

I. INTRODUCTION

Learning strong and discriminative representations is important for diverse applications such as face analysis, medical imaging, and several other computer vision and natural language processing (NLP) tasks. While considerable progress has been made using deep neural networks, learning a representation often requires a large-scale dataset with manually curated ground-truth labels. To harness the power of deep networks on smaller datasets and tasks, pre-trained models (e.g., ResNet-101 [17] trained on ImageNet, VGG-Face [27] trained on a large number of face images) are often used as feature extractors or fine-tuned for the new task.

We introduce a clustering-based learning method CCL to obtain a strong face representation on top of features extracted from a deep CNN. An ideal representation has small distances between samples from the same class, and large inter-class distances in feature space. Different from a fully-supervised setting where ground-truth labels are often provided by humans, we view CCL as a self-supervised learning paradigm where ground-truth labels are obtained automatically based on natural groupings of the dataset.

Self-supervised learning methods are receiving increasing attention as collecting large-scale datasets is extremely expensive. In NLP, word and sentence representations (e.g., word2vec [23], BERT [7]) are often learned by modeling the structure of the sentence. In vision, there are efforts to learn image representations by leveraging spatial context [9], ordering frames in a short video clip [11], [24], or tracking image regions [41]. There are also efforts to learn multimodal video representations by ordering video clips [35].

Among recent works in the self-supervised learning paradigm, [4], [13], [19], [46], [49] propose to learn image representations (often with an auto-encoder) using a clustering algorithm as objective, or as a means of providing pseudo-labels for training a deep model. One challenge with the above methods is that the models need to know the number of clusters (usually the number of categories) a priori. Our paper is related to the above as we utilize clustering algorithms to discover the structure of the data, however, we do not assume knowledge of number of clusters. In fact, our method is based on working with a clustering setup that yields a large number of clusters with high purity and few samples per cluster.

Our main contribution, CCL, is a method for refining feature representations obtained using deep CNNs by discovering dataset clusters with high purity and typically few samples per cluster, and using these cluster labels as potentially noisy supervision. In particular, we obtain positive (same class) and negative (different class) pairs of samples using the cluster labels and train a Siamese network. We adopt the recently proposed FINCH clustering algorithm [30] as a backbone since it provides hierarchical partitions with high purity, does not need any hyper-parameters, and has a low computational overhead while being extremely fast.

Towards our task of clustering faces in videos, we demonstrate how cluster labels can be integrated with video constraints to obtain positive (within and across neighboring clusters) and negative pairs (co-occurring faces and samples from farthest clusters). Both the cluster labels and video constraints are used to learn an effective face representation.

Our proposed approach is evaluated on three challenging benchmark video face clustering datasets: Big Bang Theory (BBT), Buffy the Vampire Slayer (BF) and Harry Potter (ACCIO). We empirically observe that deep features can be further refined by using weak cluster labels and video constraints leading to state-of-the-art performance. Importantly, we also discuss why the cluster labels may be more effective than using labels from alternative groupings such as tracking (e.g., TSiam [34]).

The remainder of this paper is structured as follows: Section II provides an overview of related work. In Section III, we propose our method for clustering-based representation learning, CCL. Extensive experiments, an ablation study, and comparison to the state-of-the-art are presented in Section IV. Finally, we conclude our paper in Section V.

II. RELATED WORK

This section discusses face clustering and identification in videos. We primarily present methods for face representation learning with/without CNNs, followed by a short overview of FINCH-clustering algorithm and learning from clustering.
Video face clustering methods often follow 2 steps: obtain pairwise constraints typically by analyzing tracks, followed by representation/metric learning approaches and clustering. We present models through a historical perspective, with and without a CNN.

Face representation learning without CNNs. The most common source of constraints is the temporal information contained in face tracks. Faces within the same track are assigned a positive label (same character), while faces from temporally overlapping tracks are assigned a negative label (different characters). This approach has been exploited by learning a metric to obtain class-specific distances [5] (ULDML); iteratively creating a generative clustering model and associating short sequences using a hidden Markov Random Field (HMRF) [43, 44]; or performing clustering with a weighted block-sparse low-rank representation (WSLRR) [45]. Additional constraints from video editing cues such as shots, threads, and scene boundaries are used in an unsupervised way to merge tracks [39] by learning track and cluster representations with SIFT Fisher vectors [26].

Face representation learning with CNNs. With the popularity of Convolutional Neural Networks (CNNs), there is a growing emphasis on improving face track representations using CNNs. An improved triplet loss that pushes the positive and negative samples apart in addition to the anchor relations is used by [52] to fine-tune a CNN. Zhang et al. [53] (JFAC) use a Markov Random Field to discover dynamic constraints iteratively to learn better representations during the clustering process. Inverse reinforcement learning on a ground-truth data is also used to learn a reward function that decides whether to merge a given pair of face features [18]. In a slightly different vein, the problem of face detection and clustering is addressed jointly by [20], where a link-based clustering algorithm based on rank-1 counts verification merges frames based on a learned threshold.

Among recent works, [38] aim to estimate the number of clusters and their assignment and learn an embedding space that creates a fixed-radius balls for each character. Datta et al. [6] use video constraints to generate a set of positive and negative face pairs. Perhaps most related to this work, [34] proposes two approaches: SSiam, a distance matrix between features on a subset of frames is used to generate hard positive/negative face pairs; and TSiam uses temporal constraints and mines negative pairs for singleton tracks by exploiting track-level distances. Features are fine-tuned using a Siamese network with contrastive loss [15].

Different from related work, we propose a simple, yet effective approach where weak labels are generated using a clustering algorithm that is independent of video/track level constraints to learn discriminative face representations. In particular while [18], [38] require ground-truth labels to learn embeddings, CCL does not.

Person identification is a related field of naming characters, and often employs multimodal sources of constraints/ supervision such as: clothing [37], gender [54], context [51], multispectral information [36]; audio including speech [28] and voice models [25]; and textual cues such as weak labels obtained by aligning transcripts with subtitles [2], [10], joint action/actor labels [22] via transcripts, or name mentions in subtitles [16]. In contrast to the above, CCL is free from additional context and operates directly on detected faces (even without tracking).

FINCH clustering algorithm. Sarfraz et al. [30] propose a new clustering algorithm (FINCH) based on first neighbor relations. FINCH does not require training and relies on good representations to discover a hierarchy of partitions. While FINCH demonstrates that pseudo labels can be used to train simple classifiers with cross-entropy loss [30], such a setup is challenging to use in the context of faces. When using a partition at high purity with many more clusters than classes, faces of one character belong to multiple clusters, and the CE loss pushes these clusters and their samples apart – an undesirable effect for our goal of clustering. Thus, in our work, we use FINCH to generate weak positive and negative face pairs that are used to improve video face clustering.

Clustering based learning. Recently clustering is also used to learn an embedding of data [4], [13], [19], [46], [49]. Almost all of these methods cluster data samples at each forward pass (or at pre-determined epochs) into a given number of clusters. Subsequently, generated cluster labels or a loss over the clustering function are used to train a deep model (usually an auto-encoder). These methods require to specify the number of clusters, that is often the target number of classes. This is different from CCL that leverages a large number of small and pure clusters without specifying the particular number of clusters.

In summary, we show how pseudo-labels from clustering can be used effectively: (i) without needing to know the number of clusters, and (ii) by creating positive/negative pairs at a high-purity stage of clustering.

III. CLUSTERING BASED REPRESENTATION LEARNING

We present our method to improve face representations using weak cluster labels instead of manual annotations. We start this section by introducing the notation used throughout the remainder of the paper. We then present a short overview and motivation for FINCH, followed by a description on how we use it to obtain automatic labels. Finally, we discuss how we train our embedding and perform inference at test time. Algorithm 1 provides an overview of our proposed CCL approach, independent to the face clustering task.

A. Preliminaries

Let the dataset contain $N$ face tracks $\mathcal{D} = \{(T_i, y_i)\}_{i=1}^N$, where each track $T_i$ has $K$, a variable number of face images, i.e. $T_i = \{(f_{ik}^i)\}_{k=1}^K$. $y_i \in \{1, \ldots, C\}$ is the label (person identity) corresponding to the track $T_i$, where $C$ is the total number of characters in the video. Please note that tracks are not necessary for the proposed learning approach, however, they are used during a part of the evaluation.
We use a CNN trained for recognizing faces (VGG2Face [3]) and extract features for each face image in the track from the penultimate layer of the network. The features for a track are vectors \( \{ x_1^i, \ldots, x^K_i \} \) of size \( D \times 1 \), where \( D \) denotes the feature dimension of the CNN feature maps. We refer to these as base features as they are not refined further by a learning approach.

Track-level representations are formed by an aggregation function \( \Phi : \{ x_1^i, \ldots, x^K_i \} \rightarrow v_i \), that combines \( K \) features to produce a single vector \( v_i \in \mathbb{R}^{D \times 1} \). While there are several methods of aggregation such as Fisher Vectors [26], Covariance Learning [40], Quality Aware Networks [21] or Neural Aggregation Networks [50], Temporal 3D Convolution [8], we find that simple average pooling often works quite well. In our case, averaging allows us to learn from features at the frame level (without requiring tracking), but evaluate at the track level.

We additionally \( \ell_2 \) normalize the features to be unit vectors before using them for clustering, i.e., \( \| v_i \|_2 = 1 \). Several previous works in this area [33], [34], [38], [52], [53] have used Hierarchical Agglomerative Clustering (HAC) as the preferred technique for clustering. For a fair comparison, we too use HAC with the stopping condition set to the number of clusters equaling the number of main cast (\( C \)) in the video. We use the minimum variance ward linkage [42] for all methods.

### B. Clustering Algorithm

Integral to our core method, we adopt the recently proposed FINCH algorithm [30] to obtain weak labels from clustering. FINCH belongs to the family of hierarchical clustering algorithms and automatically discovers groupings in the data without requiring hyper-parameters or a priori knowledge such as number of clusters. The output of FINCH is a small set of partitions that provide a fine to coarse view on the discovered clustering. Note that this is different from classical HAC methods where each iteration merges one sample with existing clusters providing a complete list of partitions ranging from \( N \) clusters (all samples in their own cluster) to 1 cluster (all samples in one cluster).

FINCH works by linking first neighbors of each sample. An adjacency matrix is defined between all sample pairs:

\[
A(i, j) = \begin{cases} 
1 & \text{if } j = \kappa^i_1 \text{ or } j = i \text{ or } \kappa^i_1 = \kappa^j_1 \\
0 & \text{otherwise}
\end{cases}
\]

where \( \kappa^i_1 \) represents the first neighbor of sample \( i \). The adjacency matrix joins each sample \( i \) to their first neighbors via \( j = \kappa^i_1 \), enforces symmetry through \( \kappa^j_1 = i \), and links samples that share a common first neighbor \( \kappa^i_1 = \kappa^j_1 \). Clustering is performed by identifying the connected components in the adjacency matrix.

**Why use FINCH?** FINCH is a suitable clustering algorithm for our task for several reasons: (i) it does not require specifying the number of clusters; (ii) it provides clusters with very high purity at early partitions; and (iii) it is a fast and scalable algorithm.

As demonstrated in [30], FINCH outperforms Affinity Propagation (AP), Jarvis and Patrick (JP), Robust Continuous Clustering (RCC), and Rank Order Clustering (RO) on several datasets. Additionally, all algorithms AP, JP, RCC, and RO (except FINCH) have memory requirements quadratic in number of samples and are unable to cluster features on our machines with 128 GB RAM.
The first partition of FINCH corresponds to linking samples through the first neighbor relations, while the second partition links clusters created in the first step. We use clusters from the second partition of the FINCH algorithm to mine positive and negative pairs as this partition increases diversity, without compromising on quality of the labels. We find that most samples clustered in the first partition are from within a track (e.g. neighboring frames), while those in the second partition are often from across tracks (c.f. Fig. 2 (right)). Empirically, we analyze the impact of choosing different partitions through ablation studies.

Using FINCH to obtain weak labels. We treat each face image as a sample and perform clustering with FINCH to obtain the second clustering partition \( P_2 = \{G_1, \ldots, G_M\} \). \( G_i \) corresponds to the \( i \)-th group of samples. Based on the cluster labels, we obtain positive and negative pairs as:

- **PosC**: All face images in a cluster are considered for positive pairs. For clusters that have less than 10 samples, we also create positive pairs by combining samples from the current cluster \( G_{p1} \) with randomly sampled frames from another cluster \( G_{p2} \), where \( G_{p2} \) is among the 25 nearest clusters to \( G_{p1} \).
- **NegC**: We create negative pairs by combining samples from a cluster \( G_{n1} \) with randomly sampled frames from a different cluster \( G_{n2} \), where \( G_{n2} \) is among the 25 farthest clusters to \( G_{n1} \).

*K-means as a baseline*. As an alternative to FINCH, we perform experiments with K-means as a baseline to obtain clusters that provide weak labels. Note that K-means has an important disadvantage – we need to know the number of clusters beforehand. For a fair empirical comparison, we use the number of clusters estimated by FINCH at each partition. Specifically, we use MiniBatch K-means [32] that is more suitable to work with large datasets. Our analysis shows that FINCH provides purer clusters that yield more accurate pairwise labels.

C. Video Level Constraints

Video face clustering often employs face tracking to link face detections made in a sequence of consecutive frames. Note that tracking can be thought of as a form of clustering in a small temporal window (typically within a shot). Using tracks, positive pairs are created by sampling frames within a track, while negative pairs are created by analyzing co-occurring tracks [5], [6], [39], [44].

In this work, we consider video constraints that can be derived at a frame level (i.e. without tracking). We include co-occurring face images appearing in the same frame as potential negative pairs (NVid). About 50%-70% of the face images appear as singletons in a frame (as shown by TSiam [34]), and do not yield negative pairs through the video level constraints. Thus, being able to sample negative pairs using the cluster labels as discussed above is beneficial.

In addition to sampling negative pairs, we also use co-occurrence to correct clusters provided by FINCH. For example, if a cluster contains samples from a known negative pair, we keep the sample closest to the cluster mean, and create a new cluster using the rejected sample.

D. Training and Inference

We use the weak cluster labels and video constraints to obtain positive and negative face pairs for training a shallow Siamese network. We adopt the Contrastive loss [15] as it brings together positive samples, in contrast to the widely used Triplet loss [31] that only maintains a margin between positive and negative samples. We sample a pair of face representations \( x_1 \) and \( x_2 \) with \( y = 0 \) for a positive pair and \( y = 1 \) when corresponding to a negative pair and train a multi-layer perceptron \( Q_\theta \) by minimizing

\[
\mathcal{L}(W, y, Q_\theta(x_1), Q_\theta(x_2)) = \frac{1}{2} \left[(1 - y) \cdot (d_W)^2 + y \cdot (\max(0, m - d_W))^2\right],
\]

where \( W \in \mathbb{R}^{D \times d} \) is a linear layer that embeds \( Q_\theta(\cdot) \) such that \( d \ll D \) (in our case, \( d = 2 \)). Here, each face image is encoded as \( Q_\theta(x) \), where \( \theta \) corresponds to the trainable parameters. We find that \( Q_\theta(\cdot) \) performs well when using a single linear layer. \( d_W \) is the Euclidean distance \( d_W = ||W \cdot Q_\theta(x_1) - W \cdot Q_\theta(x_2)||^2 \), and \( m \) is the margin, empirically chosen to be 1. Fig. 1 illustrates this learning procedure.

During inference, we compute embeddings for face images using the MLP trained above. For frame-level evaluation, we cluster the features for each face image, while for track-level evaluation, we first aggregate image features using mean pool, followed by HAC. We report the clustering performance at the ground truth number of clusters (i.e. the number of main characters in the video).

E. Implementation Details

CNN. We employ the VGG-2 Face CNN [3] (ResNet 50) pre-trained on MS-Celeb-1M [14] and fine-tuned on 3.31M face images of 9131 subjects (VGG2 data). We extract pool15_7x7_s1 features by first resizing RGB face images to \( 224 \times 224 \) and pushing them through the CNN, resulting in \( x \in \mathbb{R}^{2048} \). At test time, we compute face embeddings using the learned MLP \( Q_\theta \) and \( \ell_2 \) normalize before HAC.

---

**Algorithm 1 Overview of CCL (task agnostic).**

| Input: | Feature maps \( X = \{x_n\}_{n=1}^N \in \mathbb{R}^D \). |
| N is total number of samples. D is feature dimension. |
| Output: | Final clustering of the \( N \) samples. |
| Procedure: | 1. Compute the partitions using FINCH clustering algorithm. \( P_1, L \) = FINCH(\( X \)). |
| 2. Select second partition \( P_2 = \{G_1, \ldots, G_M\} \). |
| 3. Train model parameters for 20 epochs: |
| - Sample positive and negative pairs for a batch. \((x_{p1}, x_{p2}) \sim (G_{p1}, G_{p2}) \) and \((x_{n1}, x_{n2}) \sim (G_{n1}, G_{n2})\). |
| - Train MLP \( Q_\theta(\cdot) \) using Contrastive loss. |
| 4. Compute embeddings for each sample using \( Q_\theta(x_n) \) and perform HAC to get \( C \) clusters. |
Siamese network MLP. The network comprises of fully-connected layers: $\mathbb{R}^{2048} \rightarrow \mathbb{R}^{256} \rightarrow \mathbb{R}^2$. Note that the second linear layer is part of the contrastive loss (corresponds to $W$ in Eq. 2), and we use the feature representations at $\mathbb{R}^{256}$ for clustering. The model is trained using the Contrastive loss, and parameters are updated using Adam optimizer. We initialize the learning rate with $10^{-5}$ and decrease it by a factor of 10 at 15 epochs. We train the model for 20 epochs. We use batch normalization.

**Sampling positive and negative pairs for training.** An epoch corresponds to sampling pairs from all clusters created by the FINCH algorithm. We consider 5 clusters per batch. For each data point in a cluster, we randomly sample from the same (or nearest) cluster and create one positive pair, and sample from the farthest clusters to create two negative pairs. Finally, we randomly subsample the above list to obtain 25 positive and 25 negative pairs for each cluster, resulting in a batch with 250 pairs (125 positive/negative).

**IV. Evaluation**

We present our evaluation on three challenging datasets. We first describe the clustering metric, followed by a thorough analysis of the proposed methods, and end this section with a comparison of our approach against state-of-the-art.

**Datasets.** We conduct experiments on three popular video face clustering datasets: (i) *Buffy the Vampire Slayer* (BF) [2], [53] (season 5, episodes 1): a drama series with several dark scenes and non-frontal faces; (ii) *Big Bang Theory* (BBT) [2], [37], [43], [52] (season 1, episodes 1): a primarily indoors sitcom with a small cast, and (iii) *ACCIO-I* [12]: the first movie in the “*Harry Potter*” series featuring a large number of scenes at night and a higher number of characters.

We follow the protocol used in several recent video face clustering works [5], [34], [44], [52], [53] that focus on improving feature representations for video-face clustering. First, we assume the number of main characters is known. Second, as the labels are obtained automatically, we learn episode specific embeddings. We use the tracks provided by [34] that incorporate several detectors to encompass all pan angles and in-plane rotations up to 45 degrees. The face tracks are obtained by an online tracker that uses a particle filter.

Table I presents key information about the datasets such as the number of tracks (#TR) and face images (#FR). In particular, note that previous works (except [34]) use much smaller datasets. It is also important to note that different characters have wide variations in the number of tracks, indicated by the cluster skew between the largest class (LC) to the smallest class (SC).

**Evaluation metric.** We use Clustering Accuracy (ACC) [34] also called Weighted Clustering Purity (WCP) [39] as the metric to evaluate the quality of clustering. Accuracy is computed by assigning the most common ground truth label within a cluster to all elements in that cluster:

$$\text{ACC} = \frac{1}{N} \sum_{c=1}^{C} n_c \cdot p_c,$$

where $N$ is the total number of samples, $n_c$ is the number of samples in the cluster $c$, and cluster purity $p_c$ is measured as the fraction of the largest number of samples from the same label to $n_c$. $C$ corresponds to the number of main casts. For ACCIO, we also report B-Cubed Precision (P), Recall (R) and F-measure (F) [1]. Unless stated otherwise, clustering evaluation is performed at track-level.

**A. Clustering Performance and Generalization**

**Comparison against baselines.** We present a thorough comparison of CCL against related baselines that employ a similar learning scheme.

In pseudo-relevance feedback [48], [47] (PRF), samples are treated independent of each other, and pairs are created by considering closest positives and farthest negatives. However, these pairs often provide negligible training signal (gradients) as they already conform to the loss requirements.

SSiam [34] is an improved version of PRF with batch processing where farthest positives and closest negatives are formed by looking at a batch of queries rather than whole dataset. This creates harder training samples that show improved performance over PRF.

In TSiam [34], positive pairs are formed by looking at samples within a track (a track is treated as a cluster of face images) and negative pairs by using co-occurrence and distances between track representations.

Finally, our proposed method CCL does not rely on tracking and uses pure clusters created by an automatic

### Table I

<table>
<thead>
<tr>
<th>Datasets</th>
<th>#Cast</th>
<th>#TR (#FR)</th>
<th>LC/SC (%)</th>
<th>Previous work #TR (#FR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BBT-0101</td>
<td>5</td>
<td>644 (41220)</td>
<td>37.2 / 4.1</td>
<td>182 (11525)</td>
</tr>
<tr>
<td>BF-0502</td>
<td>6</td>
<td>568 (39263)</td>
<td>36.2 / 5.0</td>
<td>229 (17337)</td>
</tr>
<tr>
<td>ACCIO</td>
<td>36</td>
<td>3243 (166885)</td>
<td>30.93/0.05</td>
<td>3243 (166885)</td>
</tr>
</tbody>
</table>

---

**Table II**

**Clustering accuracy at track-level. Comparison against all evaluated models.**

<table>
<thead>
<tr>
<th></th>
<th>Train/Test</th>
<th>Base</th>
<th>ACCIO [34]</th>
<th>TSiam [34]</th>
<th>SSiam [34]</th>
<th>CCL</th>
</tr>
</thead>
<tbody>
<tr>
<td>BBT-0101</td>
<td>0.932</td>
<td>0.930</td>
<td>0.964</td>
<td>0.962</td>
<td><strong>0.982</strong></td>
<td></td>
</tr>
<tr>
<td>BF-0502</td>
<td>0.836</td>
<td>0.814</td>
<td>0.893</td>
<td>0.909</td>
<td><strong>0.921</strong></td>
<td></td>
</tr>
</tbody>
</table>

**Table III**

**Clustering accuracy at track-level, extending to all named characters.** BBT-0101 has 5 main and 6 named characters; BF-0502 has 6 main and 12 named characters.

<table>
<thead>
<tr>
<th></th>
<th>BBT-0101</th>
<th>ISiam</th>
<th>SSiam</th>
<th>CCL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main cast</td>
<td>0.964</td>
<td>0.962</td>
<td><strong>0.982</strong></td>
<td>0.893</td>
</tr>
<tr>
<td>All named</td>
<td>0.958</td>
<td>0.922</td>
<td><strong>0.966</strong></td>
<td>0.829</td>
</tr>
</tbody>
</table>
TABLE IV
A study on the impact of clustering algorithm. FINCH partitions are created for each dataset, and shown as separate table rows. In each row, results are presented for FINCH (above) and MiniBatch K-means (below). From left to right, PART indicates the partition level of FINCH. #C is the total number of clusters in that partition as estimated by FINCH. Largest and smallest cluster sizes are indicated as LC/SC. Clustering purity of FINCH/K-means clusters (before CCL) is presented as ACC. L+/L- represents the number of samples correctly and wrongly clustered for the given partition. Finally, CCL-ACC is the performance of CCL by training a model using weak labels from FINCH/K-means estimated clusters.

<table>
<thead>
<tr>
<th>FINCH Partition</th>
<th>BBT-0101</th>
<th>BF-0502</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PosC</td>
<td>NegC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.932</td>
<td>0.836</td>
</tr>
<tr>
<td>2</td>
<td>0.951</td>
<td>0.859</td>
</tr>
<tr>
<td>3</td>
<td>0.968</td>
<td>0.883</td>
</tr>
<tr>
<td>4</td>
<td>0.956</td>
<td>0.865</td>
</tr>
<tr>
<td>5</td>
<td>0.971</td>
<td>0.896</td>
</tr>
<tr>
<td>6</td>
<td>0.979</td>
<td>0.917</td>
</tr>
<tr>
<td>7</td>
<td>0.982</td>
<td>0.921</td>
</tr>
</tbody>
</table>

TABLE V
Impact of mining positive and negative pairs from different sources. Track-level accuracy of CCL.

<table>
<thead>
<tr>
<th>PosC</th>
<th>NegC</th>
<th>NVid</th>
<th>BBT-0101</th>
<th>BF-0502</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>-</td>
<td>0.932</td>
<td>0.836</td>
</tr>
<tr>
<td>2</td>
<td>✓</td>
<td>-</td>
<td>0.951</td>
<td>0.859</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>✓</td>
<td>0.968</td>
<td>0.883</td>
</tr>
<tr>
<td>4</td>
<td>✓</td>
<td>✓</td>
<td>0.956</td>
<td>0.865</td>
</tr>
<tr>
<td>5</td>
<td>✓</td>
<td>-</td>
<td>0.971</td>
<td>0.896</td>
</tr>
<tr>
<td>6</td>
<td>-</td>
<td>✓</td>
<td>0.979</td>
<td>0.917</td>
</tr>
</tbody>
</table>

partitioning method (FINCH). We sort clusters by distances between their mean representations and then form positive and negative pairs. Table II shows that CCL outperforms both SSiam and TSiam, and also provides significant gains over the base VGG2 features on BBT and BF.

Generalization to unseen characters. We further study how CCL can cope with adding unseen characters at test time by clustering all named characters in an episode. Results from Table III show that CCL is better poised at clustering new characters and achieves higher performance in all cases. We believe that CCL’s performance scales well as it is trained on a diverse set of pairs and can generalize to unseen characters.

B. Sources of Positive and Negative Pairs

In Table V, we present the importance of each source from which we obtain positive and negative pairs. Recall that positive pairs obtained from clusters are denoted as PosC; negative pairs from clusters as NegC; and negative pairs using video constraints as NVid.

Rows 2 to 6 evaluate different combinations of the sources of pairs and show their relative importance. It can be seen that negative pairs alone (row 3) are more important than positive pairs (row 2). Additionally, using pairs from the clusters alone (row 5) provides performance similar to TSiam and SSiam (refer to Table II). In Fig. 2, we show the number of faces in each cluster and the number of tracks that they are derived from. CCL’s ability to obtain positive pairs from faces across multiple tracks (different from TSiam) might be an explanation for improved performance. Further, including negatives from videos (row 7) provides best performance. This means that our learning approach sees relatively hard positive pairs, and standard (neither hard nor easy) negative pairs. We believe that together with the contrastive loss that brings together samples from positive pairs, this is a good way to learn representations, and is an important factor for the increased performance.

C. Impact of Clustering Algorithm

We now present a study on the impact of the clustering algorithm used for obtaining weak labels. We first obtain the hierarchy of partitions by processing each dataset with the FINCH algorithm. Then, as a comparison, we use MiniBatch K-means with K to the number of clusters provided by FINCH. Each row of Table IV shows performance at one partition. Results using FINCH are in the top half and K-means in the bottom half. The number of clusters in higher partitions (6 onwards) are less than the number of characters and are omitted.

We observe that FINCH not only automatically discovers meaningful partitions of the data but also achieves higher-performance (ACC in Table IV) as compared to K-means, especially at higher number of clusters. It is interesting to note the number of samples that are clustered correctly or wrongly (L+/L- in Table) as these play an important role while creating weak labels. Fig. 2 (left) shows that while the clusters are often very small (< 10 samples), they contain have faces from more than one track (right). CCL with FINCH at the second partition obtains high performance after training with weak labels (CCL-ACC) and outperforms labels provided by K-means clustering.

Additionally, as indicated earlier, running FINCH on large datasets such as ACCIO takes ~2 minutes with fast nearest
neighbors as compared to MiniBatch $K$-means that takes $\sim 1$ hour even though it is optimized for large datasets.

D. Comparison with the state-of-the-art

While previous analysis has been done at the track-level, we now report frame-level clustering performance to present a fair comparison against previous work.

**BBT and BF.** We compare the results obtained with CCL to the current state-of-the-art approaches for video face clustering in Table VI. We report clustering accuracy (%) on two videos: BBT-0101 and BF-0502. Following [34], we similarly report the data source to indicate that our dataset is similar to previous works such as [35], [52], that evaluate on a subset of tracks. We can observe that CCL outperforms previous approaches, achieving 0.52% and 1.33% absolute improvement in accuracy on BBT-0101 and BF-0502 respectively.

**ACCIO.** As common in previous works [34], [53], we evaluate our method on the ACCIO dataset with 36 (the main cast) and 40 clusters – see Table VIII. CCL significantly outperforms the state-of-the-art in unsupervised learning techniques and is comparable to [30]. Note that FINCH [30] is not trainable.

**CCL vs. TSiam and SSiam.** In Table VII, we report the frame-level clustering performance on all three datasets (as compared to track-level performance in Table II). We observe that CCL outperforms TSiam, SSiam and also the base features by significant gains. CCL operates directly on face detections (like SSiam), while TSiam requires tracks.

**Computational complexity.** The time to compute FINCH partitions for BBT, BF, and ACCIO is approximately 45 seconds, and $\sim 2$ minute respectively on CPU. Training CCL for 20 epochs on BBT-0101 requires less than half an hour on a GTX 1080 GPU using the PyTorch framework.

**V. Conclusion**

We proposed a self-supervised, clustering-based contrastive learning approach for improving deep face representations. We showed that we can train discriminative models using positive and negative pairs obtained through clustering and video level constraints that do not rely on face tracking. Through experiments on three challenging datasets, we showed that CCL achieves state-of-the-art performance while being computationally efficient and easily scalable.
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