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Hyperparameter	optimization	is	bi-level	optimization.

The	optimal	weights	are	a	best-response	function	to	the	
hyperparameters.

Can	learn	a	differentiable	approximation	to	continuous	best-
response’s	using	hypernets without	seeing	labeled	tuples	of	
(hyperparameter,	optimized	weights).

Can	optimize	thousands	of	hyperparameters	with	joint	updates	to	
hyperparameters	and	weights	using	best-response.


