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ABSTRACT

Despite the large number of published studies investigating com-
plex genetic diseases, the mechanisms of the diseases and their
causes remain elusive for the majority of the patients. If the goal
of understanding the disease and designing personalised treatment
strategies is ever to be reached, we need novel innovative appro-
aches that take into account the biology of the problem in order
to succeed, where GWAS and similar statistical analysis methods
were underpowered. In this paper, we present a method for com-
bining Exome sequencing data and gene expression data in order
to aggregate the genetic variants and propose a disease mecha-
nism that is common across the patients. Through an exploration of
the protein-protein interaction network, our method identify clusters
where the occurrences of either harmful genetic variants or genes
abnormal levels of expression is frequent. These clusters characte-
rize the common biological mechanism of the disease and allow a
restricted number of candidates for patient by patient retrieval of the
causal genetic variants.
Contact: anna.goldenberg@utoronto.ca

1 INTRODUCTION

Over the last few years, hundreds of published studies have focused
on testing individual variants in order to better understand complex
diseases. Methods such as GWAS test the association of indivi-
dual common SNPs with a genetic disorder based on cases versus
controls statistical tests. Such methods did not really lead to a
good characterization of the disease because of their limited perspe-
ctive (individual SNPs, and only the common ones) and their low
statistical power especially for low allele frequency variants.

To overcome the weaknesses of GWAS-type studies, several
improvements have been proposed. For example, GWAS over pairs
of SNPs instead of individual variants testing [23] or hypothesis
driven GWAS to mitigate the multiple hypothesis testing problem
and narrow down the investigation to functionally interesting vari-
ants [19]. However, even with these improvements over GWAS, the
results are still limited and our understanding of the disease is as
best tentative and incomplete [10]. In general, the combination of
the results of all GWAS studies investigating a particular genetic
disease can explain less than 10% of the genetic component of that
disease. [9].
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Other studies are focused on the gene level, aggregating variants
(usually rare SN'Vs) over genes and testing the SNVs counts, with
many possible approaches such as region-based analysis of variants
of intermediate and low frequency test (GRANVIL [11], variable
threshold method [17]). Several recent publications even take a step
further and focus on the pathway level to study whole pathways
enrichment [6]. Not only are these SNPs-counts-type studies based
on discussable hypotheses (SNPs counts are higher in cases than
in controls), they are also limited in the sense that they can only
investigate variants that are localized within (or around) genes. This
is very unfortunate since the majority of genetic variants discovered
are in intergenic regions and even the variants found to be associated
with disease by previous studies (GWAS) are often intergenic vari-
ants (38% in [1]). The ENCODE project very recently underlined
the importance of intergenic elements such as enhancers, silencers
and promoters in gene regulation and disease association [3]. Other
recent publications are highlighting the role of these intergenic regi-
ons in cancer [20]. Therefore, by ignoring genetic variants that are
outside of genes, we risk passing by the real causes of genetic dis-
eases. Moreover, most of these counting-based studies do not take
into account additional information we may have on genetic variants
such as harmfulness predictions and functional annotations.

In this paper, we present a new method to identify a disease
mechanism that is a common factor among patients. Our approach
not only uses Exome data and harmfulness predictions of variants
within genes, but also uses gene expression data as a natural proxy
for intergenic variants. Our hypothesis is that intergenic variants can
only affect the disease through a change in the level of expression
of proteins, unlike the Exomic variants which can affect the protein
sequence itself. Moreover, it is important to note that gene expres-
sion data can also be considered a proxy for other potentially causal
genetic and epigenetic variants such as CNVs, histone modifica-
tion, methylation and structural variants which mostly affect levels
of expression rather than the protein code.

Our approach combines both the exome sequences and genes
expression in order to assess a gene possible role in the disease
and explore the protein-protein interaction network to determine the
mechanism of the disease.

By characterizing the exact mechanism that, when disrupted, is
causing the disease, we will be able to accurately characterize the
disease and narrow down its potential causes in most of the patients.
‘We hope this approach will finally allow a large scale understanding
of the disease causes and enable the development of patient-specific
treatments.

© Oxford University Press 2013.
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2 METHODS

2.1 Overview of the algorithm

In this section, we present our approach for combining Exome data and
expression data and for determining the disease mechanism. To combine
the variants from Exome data (SNPs and Indels) with the quantitative obse-
rvations from expression data, the first step is to transform both types of data
into harmfulness predictions that are similar to probabilities estimations. The
harmfulness prediction for a SNP or an indel is the estimation of the proba-
bility that the given SNP/indel disrupts the function of gene copy it resides
on. Similarly, harmfulness predictions from gene expression can be thought
of as estimations of probability that the level of expression of a given gene in
a given patient is unusual enough to disrupt the gene function. In both cases,
a harmfulness prediction can also be loosely assimilated to the expected lack
(proportion) of functioning proteins formed from the considered gene.

After estimating harmfulness predictions for the Exome variants, aggre-
gating them by genes (Section 2.2) and converting gene expression to
harmfulness (Section 2.3), we can combine these predictions (Section 2.4)
to obtain one value of harmfulness for every gene and for every individual.

Finally, we use a protein-protein interaction network in order to select sub-
sets of genes that give the best patients-versus-controls separation (Section
2.5) when their harmfulness predictions are combined together. We use a
greedy algorithm to construct possible disease mechanism while exploring
the protein-protein interaction network (Section 2.6).

2.2 Aggregating exomic harmfulness predictions

We will interpret harmfulness predictions as the expected proportion of the
gene expression that will be dysfunctional at the protein stage because of
exomic SNVs. In this context, harmfulness predictions on each haplome
should be computed and then the resulting harmfulness predictions of the
haplomes will be combined.

min(1, 30, cpy Ho) + min(1, 3, c p Ho)
2

Where H is a harmfulness prediction, v is a variant (exomic SNV or
indel), and M, P are the two haplomes for the considered gene. The min
function guarantees that the maximal harmfulness that can be done to a
haplome is equivalent to having all proteins produced from that haplome
dysfunctional (theoretically half the product of the gene unless we have
evidence of differential allelic expression). Also, since an SNV v is a poly-
morphism on a haplome, H, is always between 0 and 1. A homozygous
SNV is simply counted as two variants with the same harmfulness prediction.

If complete phase information is unavailable, we will average our harm-
fulness prediction for the gene over all possible configurations of variants
across the haplomes. Knowledge of which variants are or are not on the
same haplome can be obtained from looking at the reads or from sequencing
other family members. That knowledge can easily be included as additional
constraints by not considering impossible configurations. A simple exam-
ple is the case of two SNVs that constitute a homozygous variant: they are
necessarily on different haplomes. Therefore any prediction on a configura-
tion where the two SNVs are on the same haplome will not be contribute to
the average.

To avoid extreme cases where the number of exomic SNVs in a gene and
the number of possible configurations over haplomes is very large, we will
use the following sampling algorithm:

(¢))

ngne =

1. Assign homozygous variants to both copies of the gene.

2. Randomly assign all other SN'Vs to the two copies.

3. Check if the configuration conform to any additional constraints.
4

. If the step 3 is valid, compute the harmfulness as in equation 1 and store
the result.

5. Repeat all previous steps until we have a certain number of stored
values.

6. The gene harmfulness prediction is the average over the stored values.

2.3 Computing expression-based harmfulness
predictions

Gene expression is easily affected by various factors. In particular, we should
be aware that many genes will behave differently in the presence of the dise-
ase because of the natural reaction of the organism or because of the effects
of drugs. Therefore, the naive approach that associate high harmfulness pre-
dictions for the most differentially expressed genes in respect to the healthy
controls is bound to fail since in most diseases or infections hundreds of
genes have very different levels of expression between affected and healthy
individuals.

In our method, if the controls and most of the patients share a similar
gene expression distribution, and a small subset of patients show a signifi-
cantly different behaviour , we can assume that those particular patients have
unusual (and therefore harmful) levels of expression. If however, the expres-
sion levels difference is sufficiently great between cases and controls, then
we are probably observing an effect of either immune response or treatment.
In that case, we can only assign high harmfulness predictions to the extre-
mely unusual measurements and not to all the measurements that are simply
different from controls.

2.4 Combining harmfulness predictions from different
sources

We consider multiple sources of harmfulness such as gene expression harm-
fulness and SNPs harmfulness. The idea is to combine these harmfulness
scores in order to assign a final harmfulness score to each gene, taking into
consideration two aspects of the gene; its quality captured by the SNPs harm-
fulness prediction, and the quantity captured in the computed harmfulness of
the expression. If we suppose x and y are two such harmfulness predictions,
their combination is computed as follow:

Harmgene =1—-(1—-2)1—-y)=az+y—zy 2)

Where Harmgene reflects the harmfulness score of the gene. We can easily
verify that the gene harmfulness defined here is still consistent with the defi-
nition of harmfulness predictions (probability between 0 and 1) and that the
combined harmfulness is always higher than both primary predictions.

Similarly, if we consider the damage/harmfulness done to mechanism M
as the combination of the harmfulness predictions of the genes constituting
the mechanism then the mechanism fitness is also the product of the fitnesses.
In other words:

Harmy =1—  [] (11— Harmgene,) %))

Gene; €M

2.5 Assigning scores to genes and mechanisms

For every gene we have two sets of harmfulness predictions: One set repre-
senting the patients and one for the controls. By comparing the distribution
of harmfulness predictions in the patients to the distribution in the controls,
we are able to give a score to genes that are likely to be associated with the
disease and this will help us prioritize which genes to include in the disease
mechanism.

We do not expect a majority of the patients to have in common one single
affected gene. Instead we expect a gene which is part of the disease mech-
anism to be affected in at least a small proportion of the patients. The rest
of the patients will be similar to the controls for the considered gene. There-
fore, testing the difference between the mean of the patients distribution and
the mean of the controls distribution is not the appropriate way of scoring
the genes. Instead, to characterize the difference between the two distributi-
ons, we will focus on the forward tail that will better describe a subgroup of
patients having abnormally high harmfulness predictions.

Let us characterize the tails of the distributions by considering only the
individuals that have higher harmfulness than the 0.9 quantile of the con-
trols’ harmfulness predictions distribution for the considered gene. All other
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harmfulness predictions are put to zero for both patients and controls. Then
we look at the difference between the gene harmfulness predictions avera-
ges in cases and controls. If it is significantly larger than 0, the gene is then
considered a good candidate to be included in the disease mechanism. Ano-
ther alternative approach we used is to characterize the cases and controls
distributions with a Kolmokorov-Smirnov test.

The scoring function is similar for a putative mechanism. The mecha-
nism harmfulness prediction being the combination of the predictions for
the genes constituting the mechanism (See Section 2.4 ), we will simply
compare the combination’s distribution over the cases and over the controls
by focusing on the forward tails similarly to our approach with genes.

2.6 Constructing the disease mechanism

In this part, we will use the protein-protein interaction network to build a
biologically meaningful mechanism of the disease.

The disease mechanism is first initialized to a candidate gene which have
a good score according to Section 2.5. We will look at all the neighbours
of order less than k (the set of genes/nodes within k edges from the con-
sidered gene). For each one of these neighbours we will estimate the score
of the mechanism constituted of that gene plus the initial gene. The neigh-
bour which gives the best score will be added to the mechanism. We will
iteratively look at the neighbours of order < k of the mechanism in constru-
ction and select the best gene to be added until score of the mechanism no
longer shows a substantial increase (for now we use a pre-determinate thre-
shold). To avoid overfitting, we also add a penalty on the number of genes in
a mechanism.

This whole process is repeated starting from different candidate genes
in order to thoroughly explore the network. The resulting mechanisms are
compared by their final scores and the best can be investigated for functional
relevance.

3 RESULTS
3.1 Simulated data

We used the genes and interactions present in BioGrid human
protein-protein interaction network.

For simulating the SNPs, we used the European population model
with the optimal parameters in [7]. We generated the missense SNPs
of 900,000 individuals with their selection coefficient. Overall there
was around half a million SNPs most of which are very rare since
the corresponding mutations happened in the recent population
expansion period.

By considering the SNPs with selection coefficient greater than
$=0.001 as harmful, we simulated Polyphen2 scores for all SNPs.
For now, these scores are sampled from Gaussian with mean respe-
ctively equal 0.2 and 0.8 for non-damaging and damaging SNPs
(The standard deviations are 0.3).

As for the expression data, we started from a healthy expression
dataset (TODO: cite GEO ressource) and for every gene, we compu-
ted the observed distribution of expression measurements to be used
as a background signal of expression. We simulated a number of
perturbations of expression uniformly across genes and individuals.

Then we selected a number of genes that are close to each other on
the protein-protein interaction network as being the causal disease
mechanism. For every individual, we counted the number of harmful
mutations and the number of expression perturbations within the
disease mechanisms and we considered that sum as the phenotype.
The cases were then selected to be the top 1000 patients (we suppose
the disease prevalence in the population is 0.1%) and the controls
were randomly sampled from the rest of the population.

For every individual selected (patient or control), we changed
the expression levels according to the gene expression perturbations
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Fig. 1. Precision and recall as a function of the sample size used and compa-
rison with the results of three variants aggregation methods. The simulated
model always contain 5 genes and we fixed Expression-SNPS causality to
50% (Both have equal contribution to the phenotype on average). This curve
is obtained by averaging over the results of 20 simulations

simulated earlier on. The magnitude of the change in expression was
uniformly sampled from [0, 40] where o is the standard deviation
for the considered gene expression (background signal).

It is by design that we simulate any aberration as an event that
cannot easily be individually separated from the noise, whether it
is in SNPs (noisy Polyphen2 scores) or in expression (noisy pertur-
bations). The goal of our method is to aggregate weak signals from
all variants and all patients in order to detect the disease mechanism
and that is the ability the simulations should test.

We varied our simulation parameters controlling the disease
signal:

e Number of causal genes.
e Sample Size.

e Proportion of aberrations related to expression (versus SNVs).

We observe the effect of changing these parameters on the perfor-
mance of our method. We first characterize the performance by how
well was the disease mechanism reconstructed (precision, recall)
and compared our results to those of three rare variants aggregation
methods: CAST [5], C-ALPHA[12] and RWAS[18] (See Figures
1 and 2 ). The precision and recall for the other methods were
measured by considering any gene with a p-value lower than the
significance threshold as a positive (< 8.1075 after multiple hypo-
thesis correction). We also estimate how often we can determine the
exact causal aberrations (expression change or a particular SNP) in
all patients after we narrowed down the possible causes to the genes
in the disease mechanism.

Figures 1, 2 and 3 show that our method is much more powerful
than any other one considered and that it is often the only method
able to detect the disease mechanism in many realistic scenarios
such as a relatively large number of causal genes involved or a large
effect of gene expression aberrations or even a low sample size.




Mezlini, Mouatadid et al

Performance: sample size= 200

e |
= |
=
=
(=}
w e |
2 2
@
-3
=
= —— NetIntegr sensitivity
g = ---- Met-Integr precision
<
= CAST sensitivity
- CAST precision
RWAS sensitivity
o - RWAS precision
s 7 CALPHA sensitivity
CALPHA precision [ I
— -
o | - ;
P
T T T T
2 4 6 B 10

Model Size

Fig. 2. Precision and recall as a function of the model size used (number of
genes) and comparison with the results of three variants aggregation meth-
ods. We use a fixed sample size of 200 cases and 200 controls and a fixed
Expression-SNPS causality of 50% (Both have equal contribution to the phe-
notype on average). This curve is obtained by averaging over the results of
20 simulations
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Fig. 3. Precision and recall as a function of the sample size used for diffe-
rent proportions of expression versus SNPs causality (A 100%, B 40%, C
20%). The simulated model always contain 8 genes. This curve is obtained
by averaging over the results of 20 simulations

In particular, Figure 3 show the effect of varying the contribution
of expression aberrations to the phenotype: There is a significant
drop in power for all methods when expression is responsible for

Harmfulness

Fig. 4. Aggregating variants over the genes (A,B,C) of a mechanism greatly
strengthen the disease mechanism signal (D) in simulations.

60% or 80% of the phenotype compared to when the phenotype is
only the result of the SNPs within genes. However, our approach is
the only one that remains able to detect the causal disease mecha-
nism. Figure 3-C for example, is considering the case where 80%
of the phenotype in the cases is related to expression aberrations in
the involved genes, i.e regulatory variants (intergenic variants, epi-
genetic, etc) rather than protein coding variant. This scenario is not
unlikely based on the proportion of variants associated with different
diseases that are found to be outside versus within genes’ coding
regions.

Such high performance in characterizing the disease would not be
possible if we considered individual genes only. An example of the
importance of signal aggregation is shown in figure 4. The distribu-
tion of harmfulness predictions for genes A, B, C contains slightly
more high values for some of the patients, than for controls. By com-
bining the harmfulness of all 3 genes, we observe a much stronger
signal in cases versus controls.

In all our current simulations experiments, we were able to
successfully recover all the variants simulated as causal after we
identify the correct disease mechanism. More in-depth analysis of
the effects of the simulations parameters is in progress.

32 JIA

We perform additional experiments on real data using Juvenile Idi-
opathic Arthritis expression data and ImmunoChip data (instead of
Exome data) on 160 patients classified into 7 different phenotypic
subtypes.

As a first investigation of the data and because this dataset did
not come with controls, we simulated our own ImmunoChip data
controls from the minor allele frequencies (MAF) of the SNPs inve-
stigated by the ImmunoChip. We used dbSNP database to retrieve
this information.

We first used snpNexus [4, 21, 22] which annotate all the SNPs
by assigning them to genes and categorizing them into intronic,
intergenic, UTR, non-sense, synonymous or non-synonymous. We
assigned a harmfulness prediction of 1 to non-sense SNPs and to
intronic SNPs on the splicing site. Tools such as Polyphen2 [2]
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Fig. 5. Preliminary results on JIA data. The curves are the distributions
of the mechanism harmfulness for cases and controls and across the seven
clinical subtypes.
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Fig. 6. Preliminary results on IBD data. The curves are the distributions of
the mechanism harmfulness for cases and controls.

and SIFT [8, 16, 15, 14, 13] assign harmfulness predictions to the
non-synonymous SNPs.

We run our method on this data (ImmunoChip only for now) and
it showed promising signal on a few potential mechanisms (Fig 5)
despite the fact that it is not the appropriate type of data for our
method (not Exome, no controls...).

3.3 IBD

The Inflammatory Bowel disease dataset was downloaded from
GEO website (Accession number GSE41269). It contains 149 Ulce-
rative Colitis patients (UC is a form of IBD) and 20 controls affected
with Familial adenomatous polyposis (FAP). We have both SNP
data (Illumina Omniexpress BeadChip :730000 SNPs) and gene
expression data (Affymetrix Gene Expression Array : around 15000
genes measured) for all individuals.

After pre-processing the data and computing Polyphen2 sco-
res similarly to what we did in JIA data, we ran our method on
this dataset. Because of the larger sample size than in the JIA
data and because of the presence of controls we were able to
compute significance of our results by performing multiple labels
permutations.

We identified the CR2 gene and the CR2-FAT4 gene pair as two
potential mechanisms of the disease (p = 0.03 and 0.07 respecti-
vely). Figure 6 shows the distribution of mechanism damage scores
for patients and controls and it clearly shows a separation between
the two groups.

In the future, we also plan to obtain results on real data through
cross validation. We apply our model on a training set to obtain a
disease mechanism and we test if the disease mechanism as a clas-
sifier model can separate cases from controls on an independent test
set.

4 DISCUSSION

In this paper we present a new approach for aggregating genetic
variants from exome and expression data in order to identify a dis-
ease mechanism that is common across patients. We demonstrated
that solving the problem on typical data size is perfectly feasible
on simulations where we are always able to retrieve the simulated
disease mechanism. We started analysing real data and we already
obtained promising preliminary results.

The most dangerous pitfall of our approach is the noisy nature
of expression data: On one hand, it is true the effect of most of
the noise (wet lab artefacts, measurements errors, variance between
individuals) is reduced by our patients versus controls approach. On
the other hand, gene expression data (especially if it is from blood)
can also reflects the consequences of the disease and even the effects
of used dugs. We need to use approaches that control for this. For
example, if the expression data is from blood, we can control for
the difference in populations of cells in the blood by using clinical
data (leukocyte counts). This approach can correct for the natural
immune response effect on expression data that could otherwise be
mistaken for harmful levels of expression.

We also need to make sure that when combining expression data
with Exome data we do not lose the disease signal into the noise.
For example, we only combine them if it improve the overall score
of the gene or if there is already a signal in the Exome data.
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