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is illustrated in Fig. 1. This work can be seen as a specific
example of ‘‘caching’’ or ‘‘compiling down’’ the results ofDeformable models are an attractive approach to recognizing

objects which have considerable within-class variability such previous searches to speed up running time.
as handwritten characters. However, there are severe search This paper is structured as follows: Section I describes
problems associated with fitting the models to data which could our deformable models of handwritten digits and shows
be reduced if a better starting point for the search were avail- how they can be used for a digit recognition task. Section
able. We show that by training a neural network to predict II shows how deformable models can be instantiated using
how a deformable model should be instantiated from an input

neural nets and reviews relevant previous work. Resultsimage, such improved starting points can be obtained. This
are presented showing that similar recognition perfor-method has been implemented for a system that recognizes
mance can be obtained using the neural network instantia-handwritten digits using deformable models, and the results
tions, but with more than a factor-of-2 reduction in theshow that the search time can be significantly reduced without
search time required. Section III discusses the results andcompromising recognition performance.  1997 Academic Press

outlines possible extensions to the method.

I. DEFORMABLE MODELS FOR DIGIT RECOGNITION
Deformable models have been used widely to character-

ize the shape variability of objects. Their main use has The basic idea in using deformable models for digit rec-
been to obtain a ‘‘best fit’’ match between the model and ognition is that each digit has a model, and a test image
given data, as in [25, 10, 8, 9, 1, 11, 28]. This framework is classified by finding the model which is most likely to
can also be extended to tracking objects over several have generated it. The quality of the match between model
frames (e.g., [5]) and to object recognition [13, 23, 20]. and test image depends on the deformation of the model
Deformable models are closely related to the work on and how close the inked pixels lie to the model.
active contour models or ‘‘snakes’’ in [18]. More formally, the two important terms in assessing the

A major problem with this framework is that the proce- fit are the prior probability distribution for the instantiation
dure for fitting a model to an image is very computationally parameters of a model (which penalizes very distorted
intensive and typically iterative, because there is no effi- models), and the imaging model that characterizes the
cient algorithm (like dynamic programming) for this task. probability distribution over possible images given the in-
The key idea of this paper is to use fast methods (such as stantiated model.2 Let I be an image, let M be a model, and
feedforward neural networks) to obtain a better starting let z be its instantiation parameters (such as the translation,
point so that the search time can be reduced significantly. rotation, and deformations of the model). Then the evi-
This can be done by ‘‘compiling down’’ some of the knowl- dence for model M is given by
edge gained while fitting models to data in the slow, itera-
tive fashion. The idea is demonstrated on a handwritten

P(IuM) 5 E P(zuM)P(IuM, z) dz. (1)digit recognition task for which we had previously devel-
oped a recognizer using deformable models ([13, 23],1 and

The first term in the integrand is the prior on the instantia-
tion parameters and the second is the imaging model, i.e.,* Corresponding author: C. K. I. Williams. E-mail: c.k.i.williams@

aston.ac.uk. Current address: Department of Computer Science and Ap-
plied Mathematics, Aston University, Birmingham B4 7ET, UK.

1 This paper is an expanded and revised version of [27]. 2 This framework has been used by many authors, e.g., [11].
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FIG. 1. Illustration of the importance of the starting position in a complex search space: (a) is the initialization obtained using the neural network;
(b) is the final fit after using the short search schedule 3 discussed in Section II(B); (c) shows the initalization without the neural network (described
in Section I(B)); and (d) is the final fit from this starting point, again using search schedule 3. If the search from starting position (c) were continued
longer, the loop of the 2 model would unfold to produce a final fit very much like that shown in (b).

the likelihood of the image given the instantiated model. home locations. The home locations and covariance matrix
for each model were adapted in order to improve the per-P(MuI) is directly proportional to P(IuM), as we assume a

uniform prior on each digit. formance.
A model is transformed from the object-based frame toEquation (1) is formally correct, but if z has more than

a few dimensions the evaluation of this integral is computa- the image-based frame by an affine transformation which
allows translation, rotation, dilation, elongation, and shear-tionally intensive. However, it is often possible to assume

that the integrand is strongly peaked around a (global) ing. All possible affine transformations are permitted dur-
ing the search.maximum value z*, and in this case the evidence can be

approximated by the highest peak of the integrand times The data we used consists of binary-pixel images of seg-
mented handwritten digits. The general flavor of an im-a volume factor D(zuI, M), which measures the sharpness

of the peak; this is known as Laplace’s approximation: aging model for this problem is that there should be a high
probability of inked pixels close to the spline and lower
probabilities further away. This can be achieved by spacingP(IuM) Q P(z*uM)P(Iuz*, M)D(zuI, M). (2)
out a number of Gaussian ‘‘ink generators’’ uniformly
along the contour; we have found that it is also useful toBy Taylor expanding around z* to second order it can be

shown that the volume factor depends on the determinant have a uniform background noise process over the area of
the image that is able to account for pixels that occur farof the Hessian of log P(z, IuM). Define Edef as the negative

log of P(z*uM), and Efit as the corresponding term for the away from the generators. The ink generators and back-
ground process define a mixture model. Using the assump-imaging model. In order to use Laplace’s approximation

we need to find a peak of P(zuM) P(Iuz, M), or equivalently tion that each data point is generated independently given
the instantiated model, P(Iuz*, M) factors into the producta minimum of Etot 5 Edef 1 Efit . This is done by iteratively

refining z until a minimum of Etot is reached at z*; D(zuI, of the probability density of each black pixel under the
mixture model.M) is evaluated at z*. Of course, the total energy will

probably have local minima; for the character recognition
B. Recognizing Isolated Digitstask we aim to find the global minimum by using a continu-

ation method (see Section I(B)). For each model, the aim of the search is to find the
instantiation parameters that minimize Etot . The standard

A. Splines, Affine Transforms and Imaging Models
(i.e., non-neural) search starts with zero deformations and
an initial guess for the affine parameters which scales theThis section presents a brief overview of our work on

using deformable models for digit recognition. For a fuller model so as to lie over the data with zero skew and rotation.
A small number of generators with the same large variancetreatment, see [23]. Each digit is modelled by a cubic B-

spline whose shape is determined by the positions of the are placed along the spline, forming a broad, smooth ridge
of high ink-probability along the spline. We use a searchcontrol points in the object-based frame. The models have

eight control points, except for the one model which has procedure similar to the (iterative) expectation maximiza-
tion (EM) method of fitting an unconstrained mixture ofthree, and the seven model which has five. To generate an

ideal example of a digit the control points are positioned Gaussians, except that (i) the Gaussians are constrained
to lie on the spline (ii) there is a deformation energy term,at their ‘‘home’’ locations. Deformed characters are pro-

duced by perturbing the control points away from their and (iii) the affine transformation must be recalculated on
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TABLE 1 based search and parameter-space search. In correspon-
The Annealing Schedule dence-based search, the idea is to extract features from

the image and identify corresponding features in theNumber of generators Maximum number of iterations Variance
model. Using sufficient correspondences the instantiation

8 5 0.04 parameters of the model can be determined. The problem
15 3 0.02 is that simple, easily detectable image features have many

3 0.01
possible matches, and more complex features require more35 0.008
computation and are more difficult to detect. For example,30 35 0.0025

60 45 0.0006 Grimson’s work [12] on matching polyhedral objects to
models uses edge features; as every image feature can

Note. The maximum number of iterations refers to the fact that it is
potentially match every object feature it is necessary towasteful to repeatedly calculate updates if the algorithm has converged
search the space of possible correspondences using an in-at a particular variance. The fractional change in the total energy DEtot/

Etot was monitored, and if it fell below a threshold (0.001) the set of terpretation tree. Other authors [21, 19, 30, 3] have empha-
iterations was terminated and we moved on to the next variance step. sized the grouping of lower-level image elements into
The scale was set so that in the object-based frame each model was one higher level features.
unit high.

An alternative approach is to work directly in parameter
space. A simple example of this can be found in [15], where
Horn shows how to instantiate a model of a binary imageeach iteration. During the search the number of generators
using image moments. Another parameter space approachis gradually increased while their variance decreases ac-
is the Hough transform, which was originally designed forcording to a predetermined ‘‘annealing’’ schedule shown
the detection of straight lines in images. Subsequently itin Table 1.3
was extended to cover a number of geometric shapes, nota-After fitting all the models to a particular image, we
bly conic sections, and Ballard [2] further extended thewish to evaluate which of the models best ‘‘explains’’ the
approach to arbitrary shapes with the generalized Houghdata. The natural measure is the sum of Efit , Edef and the
transform. The parameter space for each model is dividedvolume factor. However, we have found that performance
into cells (‘‘binned’’), and then for each image feature ais improved by including four additional terms which are
vote is added to each parameter space bin that could haveeasily obtained from the final fits of the model to the image.
produced that feature. After collecting votes from all imageThese are (i) a measure which penalizes matches in which
features we then search for peaks in the parameter spacethere are ink-generators far from any inked pixels, and (ii)
accumulator array and attempt to verify pose. The Houghthe rotation, shear, and elongation of the affine transform.
transform can be viewed as a crude way of approximatingIt is hard to decide in a principled way on the correct
the logarithm of the posterior distribution P(zuI, M) (e.g.,weightings for all of these terms in the evaluation function.
[16, 24]).We estimated the weightings from the data by training a

However, these techniques have only been used on prob-simple postprocessing neural network. These inputs are
lems involving rigid models and are not readily applicableconnected directly to the 10 output units. The output units
to the digit recognition problem. For the Hough spacecompete using the ‘‘softmax’’ function [6] which guarantees
method, binning and vote collection is impractical in thethat they form a probability distribution, summing to one.
high dimensional parameter space, and for the correspon-
dence-based approach there is a lack of easily identifiedII. PREDICTING THE INSTANTIATION PARAMETERS
and highly discriminative features. Furthermore, the

The search procedure described above is very time con- strengths of these two techniques, namely their ability to
suming. However, given many examples of images and the deal with arbitrary scalings, rotations, and translations of
corresponding instantiation parameters obtained by the the data and their tolerance of extraneous features, are
slow method, it is possible to train a neural network to not really required for a task where the input data is fairly
predict the instantiation parameters of novel images. These well segmented and easily normalized.
predictions provide better starting points, so the search Our approach is to use a neural network to predict the
time can be reduced. instantiation parameters for each model, given an input

image. Zemel and Hinton [29] used a similar method with
A. Previous Work simple 2D objects, and more recently, Beymer et al. [4]

have constructed a network which maps from a face imagePrevious work on hypothesizing instantiation parame-
to a 2D parameter space spanning head rotations and aters can be placed into two broad classes, correspondence-
smile/no-smile dimension. However, their method does not
directly map from images to instantiation parameters; they3 It is also possible to let the EM algorithm effectively determine its

own annealing schedule; this approach is described in [23]. use a computer vision correspondence algorithm to deter-
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were used; one was obtained from other data in the br
dataset, and the other was the (official) bs test set. These
test sets contained 2000 and 2711 images, respectively.
When training a neural network it is important to control
the complexity of the net if a good generalization perfor-
mance is to be obtained on novel inputs. In our case the
complexity was adjusted by changing the number of hidden
units and also be using a weight penalty l Sj w2

j , which
prevents the weights from becoming too large. We experi-
mented with nets using different numbers of hidden units
and l values and chose l 5 1 and 20 hidden units based
on the performance on the validation set. The net took 440
epochs to train to convergence using the default conjugate
gradient search method in the Xerion neural network simu-
lator version 3.1.5 Targets were only set for the correct
digit at the output layer; nothing was backpropagated from
the other output units. It would be possible to construct
10 separate networks to carry out the same task as the net
described above, but this would intensify the danger of
overfitting, which is reduced by giving the network a com-
mon pool of hidden units which it can use as appropriate.

FIG. 2. The prediction network architecture; ‘‘cps’’ stands for con- For comparison with the prediction net described above,
trol points. a trivial network which just consisted of output biases was

trained; this network simply learns the average value ofmine the displacement field of pixels in a novel image
the control point locations. On a validation set the squaredrelative to a reference image and then use this field as the
error of the prediction net was over three times smallerinput to the network. This step limits the use of the ap-
than the trivial net. Although this is encouraging, the acidproach to images that are sufficiently similar so that the
test is to compare the performance of elastic models settledcorrespondence algorithm functions well.
from the predicted positions using a shortened annealing

B. Instantiating Digit Models Using Neural Networks schedule; if the predictions are good, then only a short
amount of settling will be required.The network which is used to predict the model instanti-

The feedforward net predicts the positions of the controlation parameters is shown in Fig. 2. The binary images are
points in the normalized image. By inverting the normaliza-normalized to give 16 3 16 8-bit greyscale images. The
tion process, the positions of the control points in thegreyscale level of each pixel is computed from the propor-
unnormalized image are determined. The model deforma-tion of its area which was inked in the binary image. The
tion and affine transformation corresponding to these im-network uses a standard three-layer architecture; each hid-
age control point locations can then be determined byden unit computes a weighted sum of its inputs, and then
running a part of one iteration of the search procedure.feeds this value through a sigmoidal nonlinearity s(x) 5
Experiments were conducted with a number of shortened1/(1 1 e2x). The output values are a weighted linear combi-
annealing schedules; for each one, data obtained from set-nation of the hidden unit activities plus output biases. The
tling on a part of the training data was used to train thetargets are the locations of the control points in the normal-
postprocessing net. The performance was then evaluatedized image, found from fitting models as described in Sec-
on the br test set. The full annealing schedule has sixtion I(B). Thus there are 16 outputs for each of the 10
stages. The shortened annealing schedules are:models ((x, y) locations for each of the eight control

points), except for the one and seven models which have
1. No settling at all6 and 10 outputs, respectively.
2. Two iterations at the final variance of 0.0006The network was trained with backpropagation to mini-

mize the squared error, using 900 training images and 200 3. One iteration at 0.0025 and two at 0.0006
validation images of each digit drawn from the br set of 4. The full annealing schedule (for comparison).
the CEDAR CDROM 1 database of Cities, States, ZIP
Codes, Digits, and Alphabetic Characters.4 Two test sets

5 Xerion was designed and implemented by Drew van Camp, Tony
Plate and Geoffrey Hinton at the University of Toronto. It is available4 Made available by the United States Postal Service Office of Ad-

vanced Technology. by anonymous ftp from ftp.cs.utoronto.ca/pub/xerion.
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TABLE 2 box initialization. A comparison of the errors made on the
Errors on the Internal Test Set of 2000 Examples for two runs shows that only 67 out of the 129 errors were

Different Annealing Schedules common to the two sets. This suggests that, if accuracy is
more important than speed, it would be very sensible toAverage time required
run both methods and reject cases where they do not agree.Schedule number Trivial net Prediction net to settle one model (s)

1 427 200 0.12 III. DISCUSSION
2 329 58 0.25
3 160 32 0.49

The prediction net used above can be viewed as an4 40 36 1.11
interpolation scheme in the control point position space

Note. The timing trials were carried out on a R-4400 machine. of each digit. For each digit model the predicted position
in the control point space z(I) is given by

The results on the br test set are shown in Table 2. The z(I) 5 z0 1 ON
i

ai(I)zi , (3)
general trends are that the performance obtained using
the prediction net is consistently better than the trivial

where z0 is the contribution due to the biases, ai is thenet and that longer annealing schedules lead to better
activity of hidden unit i, and zi is the weight vector fromperformance. A comparison of schedules 3 and 4 in Table
hidden unit i to the linear output units.6 Exactly the same2 indicates that the performance of the prediction net/
equation would apply to a radial basis function (RBF)schedule 3 combination is similar to (or slightly better
network [7, 22], except in this case the hidden unit activitiesthan) that obtained with the full annealing schedule and
are computed as a Gaussian function of the distance be-is more than a factor of 2 faster. The results with the full
tween the input pattern and a center in the input space.schedule are almost identical to the results obtained with
Indeed, any function approximator (such as sigmoidal net-the default ‘‘box’’ initialization described in Section I(B).
works or RBFs) which has ‘‘universal approximation’’Figure 3 compares the outputs of the prediction and trivial
capabilities could be used for this task.nets on a particular example. Judging from the weight

If there are more hidden units than output dimensions,vectors and activity patterns of the hidden units, it does
then for any particular image there are an infinite numbernot seem that some of the units are specialized for a partic-
of linear combinations of the weight vectors z1 , . . . , zN soular digit class.
that their sum will match the target vector. However, theA run on the bs test set using schedule 3 gave an error
network will tend to find solutions so that the ai(I)’s in Eq.rate of 4.76% (129 errors), which is very similar to the 125
(3) will vary smoothly as the image is perturbed.errors obtained using the full annealing schedule and the

The output representation of the prediction net could
be enhanced, so that not only z(I) but also the variance
of each control point is predicted, allowing the posterior
uncertainty of the control point positions to be repre-
sented. This network could be trained in a similar fashion
as before, except that the negative log likelihood of the
target data would be minimized, rather than the squared
error.7 A large predicted variance for a control point may
imply that there are two or more competing hypotheses
as to where the control points should be, and the length
of the search could be increased in this case relative to
cases where the predictions are less uncertain. Control
point uncertainty can be thought of as inducing variance
on the ink generators (as each generator position is a linear

6 We have used z to denote a location in control point position space
to distinguish it from z used for the instantiation parameters. This distinc-FIG. 3. A comparison of the initial instantiations due to the prediction

net (top row) and the trivial net (bottom row) on an image of a 2 (which tion is necessary because z gives the coordinates of the control points in
the normalized image, whereas z stands for the deformations and affinehas been thinned for display purposes). Notice that for the 2 model the

prediction net is much closer to the data. The other digit models may or transformation parameters described in section I. z and z can be related
by inverting the normalization process.may not be greatly affected by the input data; for example, the predictions

from both nets seem essentially the same for the zero, but for the seven 7 Minimizing the squared error is equivalent to minimizing the negative
log likelihood if the variance is constant.the prediction net puts the model nearer to the data.
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