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Abstract

The idea of only-knowing a collection of sentences has been
previously shown to have a close connection with autoepis-
temic logic. Here we propose a more general account of
only-knowing that captures not only autoepistemic logic but
default logic as well. This allows us not only to study the
properties of default logic in terms of an underlying model of
belief, but also the relationship among different forms of non-
monotonic reasoning, all within a classical monotonic logic
characterized semantically in terms of possible worlds.

Introduction
When considering a knowledge-based agent, it seems natu-
ral to think of the beliefs1 of the agent to be those that follow
from the assumption that its knowledge base (KB) isall that
is believed. Levesque (1990) was the first to capture this
notion explicitly in his logic ofonly-knowing. One of the
advantages of this approach is that beliefs can be analyzed
in terms of the valid sentences of a logic without requiring
additional meta-logical notions like fixed points or partial
orders. This is done by using two modal operators in the
language,K for belief, andO for only knowing. For exam-
ple, in the logic proposed by Levesque, the sentence

O(P (a) ∨ P (b)) ⊃ K(∃x.P (x) ∧ ¬KP (x))

is valid, which can be read as “if we only know thatP (a) or
P (b), then we know that something is aP, but not what.”

Levesque also showed that, when the KB itself is al-
lowed to mentionK, thenO captures the autoepistemic
logic (AEL) proposed by Moore (1985), in the sense that
the beliefs entailed by only-knowing KB are precisely those
which are in all stable expansions of KB. This connection
made it possible to study autoepistemic reasoning within a
classical monotonic logic, leading, among other things, to an
axiomatic characterization of the logic in the propositional
case, and a first-order account that handles quantifying-
in. Only-knowing has been studied and extended in vari-
ous ways over the years (Levesque and Lakemeyer 2001;
Halpern and Lakemeyer 2001; Waaler 2004), but in terms of
nonmonotonic reasoning it has never gone beyond AEL.

1In this paper, we use the terms “knowledge” and “belief” in-
terchangeably to mean belief.

In this paper, we broaden the scope of only-knowing to
capture other forms of nonmonotonic reasoning, and in par-
ticular, the default logic (DL) proposed by Reiter (1980).
We will propose a new modal logic which simultaneously
captures DL, AEL, and a variant of AEL due to Konolige
(1988). This will allow us not only to study the properties
of DL in terms of an underlying model of belief, but also
the relationship among these three different forms of non-
monotonic reasoning, all within a classical monotonic logic
characterized semantically in terms of possible worlds.

This is not the first time AEL and DL have been com-
pared in a modal setting. The first such attempt was made
by Konolige (1988). As described by Reiter, a default rule
α : β / γ has an intuitive reading of “ifα is believed and it
is consistent to believeβ then infer thatγ is true.” Hence
Konolige proposed translating the default rule into a sen-
tence of AEL of the form

Kα ∧Mβ ⊃ γ.

HereM is understood as the dual ofK in the sense thatMβ
stands for¬K¬β. It turns out that this translation is not al-
ways faithful as there are cases where the AEL default ad-
mits extensions which are not DL extensions. The problem
is, roughly, that in DL what is believed and what is consis-
tent to believe are not duals. To account for this asymmetry,
Lin and Shoham (1988) and later Lifschitz (1994) proposed
nonmonotonic bimodal logics of belief with operators sim-
ilar toK andM, where the duality is given up. While the
semantics of their logics is quite simple, the translation of
an AEL default into their logic differs from the translation
above, which complicates a direct comparison. Recently,
Deneckeret al. (2003) proposed a more uniform represen-
tation of defaults for both AEL and DL. Unfortunately, their
semantics relies on meta-logical notions like fixed points in
a certain lattice structure. Moreover, these approaches all re-
quire non-classical (that is, nonmonotonic) logics. Finally,
while Amati et al. (1997) are able to capture DL within a
modal logic, this comes at the price of defining fixed points
in the language and a more complicated translation of de-
faults.

Here we propose a logic where we can always use the di-
rect Konolige translation of a default rule, but where differ-
ent forms of default reasoning correspond to different vari-
ants of only-knowing. To this end, instead of a single op-
eratorO, we imagine three operators,OM (for Moore),OK



(for Konolige) andOR (for Reiter), all coexisting in a sin-
gle first-order quantified language, which we callO3L, to-
gether with the operatorsK andM (used primarily within
beliefs). TheOM operator is precisely theO operator of
Lakemeyer and Levesque and will turn out to be the most
basic of the three. The other two are new. The seman-
tics of O3L will be in terms of possible worlds and takes
inspiration from the semantics in (Lin and Shoham 1988;
Lifschitz 1994). Its simplicity will allow us to prove non-
trivial properties beyond the handling of defaults such as the
non-reducibility of belief in the first-order case.

The rest of the paper is organized as follows. In the next
section, we present the formal details of the logicO3L, its
syntax and semantics. Then we discuss some of the prop-
erties ofO3L, and in particular the relationships among the
three only knowing operators. Next, we turn our attention
to defaults and state the main result of the paper, which is
thatO3L correctly captures the three forms of default rea-
soning. For reasons of simplicity and space, we restrict our
attention to propositional defaults and leave a discussion of
the first-order case to the conclusions.

Syntax and semantics
The symbols of theO3L language are the usual logical
connectives, quantifiers, punctuation, variables, the equal-
ity symbol, predicates (of every arity), a countably infinite
set ofstandard names, and the modal operatorsM,K,OM,
OK, andOR. For simplicity, we omit constants and function
symbols.2 The termsof O3L are the variables and standard
names. Theformulasof O3L are defined by the following:

1. if t1, . . . , tk are terms andP is a predicate of arityk, then
P (t1, . . . , tk) is an (atomic) formula;

2. if t1 andt2 are terms, then(t1 = t2) is a formula;

3. if α andβ are formulas andx is any variable, then¬α,
(α∧β), and∀x.α are formulas, as are themodalformulas,
Mα,Kα,OMα,OKα, andORα.

As usual, we treat(α ∨ β), (α ⊃ β), (α ≡ β), and∃x.α
as abbreviations. The notion of a free and bound variable
is defined in the usual way, andαxn meansα with all free
occurrences ofx replaced byn. We call a formula with-
out free variables asentence, and a formula of the form
P (n1, . . . , nk), where theni are standard names, aprimi-
tive sentence. Formulas without modal operators are called
objective, and those where all the predicates appear in the
scope of a modal operator are calledsubjective. Formulas
withoutOM,OK andOR are calledbasic. Basic formulas that
only mentionK are calledK-basicand those that mention
onlyM are calledM-basic. In most of what we do below,
the modal operators will be applied to basic sentences only.

The semantics ofO3L builds on the semantics ofOL from
(Levesque and Lakemeyer 2001). The starting point is the
notion of aworld (or world state) which is a function from
the primitive sentences to{0, 1}. We letW be the set of
all worlds. An epistemic state inOL is any set of worlds.

2The standard names can be thought of as constants that satisfy
the unique name assumption and an infinitary version of domain
closure.

What we will do differently inO3L is to usetwo epistemic
states, one to interpret formulas withK, and one to interpret
formulas withM (since, as we noted, there will be contexts
where the two operators are not duals).

Let w be a world, ande1 ande2 be epistemic states. We
can define when a basic sentenceα is truewrt e1, e2, andw,
which we write ase1, e2, w |= α, as follows:

1. e1, e2, w |= P (n1, . . . , nk) iff w[P (n1, . . . , nk)] = 1;
2. e1, e2, w |= (n1 = n2) iff

n1 andn2 are the same standard name;

3. e1, e2, w |= ¬α iff e1, e2, w 6|= α;
4. e1, e2, w |= (α∧β) iff e1, e2, w |= α ande1, e2, w |= β;

5. e1, e2, w |= ∀x.α iff
e1, e2, w |= αxn for every standard namen;

6. e1, e2, w |= Kα iff e1, e2, w
′ |= α for everyw′ ∈ e1;

7. e1, e2, w |= Mα iff e1, e2, w
′ |= α for somew′ ∈ e2.

Observe that whene1 = e2, K andM will behave like the
usual duals. Next we defineOM to coincide with theO of
(Levesque and Lakemeyer 2001):

8. e1, e2, w |= OMα iff
for everyw′ ∈W, e1, e2, w

′ |= α iff w′ ∈ e1.

This has the effect of replacing an “if” in the clause forK by
an “iff”. Finally, the definitions ofOK andOR use this one:

9. e1, e2, w |= OKα iff for every e′ such thate1 ⊆ e′,
e′, e′, w |= OMα iff e′ = e1;

10. e1, e2, w |= ORα iff for every e′ such thate1 ⊆ e′,
e′, e1, w |= OMα iff e′ = e1;

Note that the definition ofOK andOR differ only in one place:
whereOK uses thee′ for its second epistemic argument (thus
keeping the two arguments identical),OR uses the givene1.

To complete the specification of the logic, we define
e, w |= α to meane, e, w |= α, and we say that a sentence
α is valid (which we write as|= α) iff e, w |= α for every
e andw. If α is objective, we often omit thee and write
w |= α; if α is subjective, we writee |= α.

Properties ofO3L
It is not too hard to see that the subset of the language that
mentions only the modal operatorsK andOM coincides with
(that is, has exactly the same valid sentences as)OL from
(Levesque and Lakemeyer 2001). In particular, theK-basic
subset ofO3L has precisely the valid sentences of the modal
systemK45 or weak S5(Chellas 1980). Since we have a
fixed universe of discourse (the standard names), the Barcan
Formula∀x.Kα ⊃K∀x.α holds as well.

Moreover, if a sentence does not mentionOR, thenM and
K are duals in the sense that we can replaceM by¬K¬.

Theorem 1: Let α be a sentence not mentioningOR. Let
α′ beα with any number of occurrences ofM replaced by
¬K¬. Then|= α ≡ α′.
The proof is a simple induction argument on the structure
of α using the fact that without occurrences ofOR, the two
epistemic states can be assumed to be identical in all cases



and thate, e, w |= Mα iff e, e, w |= ¬K¬α. Indeed, be-
cause of the way we have defined validity,Mα is logically
equivalent to¬K¬α as would normally be expected.

As the following example demonstrates,K and¬M¬
behave differently in the context of anOR. Here and in
other examples below, we often refer to the epistemic states
ep = {w | w |= p} ande0 = W , the set of all worlds.

Example 1:
ep |= OR(¬M¬p ⊃ p), butep |6= OR(Kp ⊃ p).
Proof:
To prove thatep |= OR(¬M¬p ⊃ p), it suffices to show that
(1) ep, ep |= OM(¬M¬p ⊃ p) and that (2) for no proper
supersete′ of ep, e′, ep |= OM(¬M¬p ⊃ p) holds. To
see why (1) holds, letw ∈ ep. Thenw |= p and hence
ep, ep, w |= ¬M¬p ⊃ p. Now supposew 6∈ ep. Thenw |6=
p and, sinceep, ep |= ¬M¬p, we have thatep, ep, w |6=
¬M¬p ⊃ p. Therefore,ep, ep |= OM(¬M¬p ⊃ p). To
show (2), lete′ ) e. Then there is aw′ ∈ e′ such that
w′ |6= p. Thene′, ep, w′ |6= ¬M¬p ⊃ p and, hence,e′, ep |6=
OM(¬M¬p ⊃ p).

Furthermoreep |6= OR(Kp ⊃ p) follows from the fact that
e0, ep |= OM(Kp ⊃ p). (Note thate0 |= ¬Kp.)

Now let us consider the relationships among the three
forms of only-knowing. It is easy to see that all three co-
incide on objective sentences.

Theorem 2: If φ is an objective sentence, then we have that
|= OMφ ≡ OKφ and|= OKφ ≡ ORφ.

This is so because there is a uniquee such thate |= OMφ,
namelye = {w | w |= φ}, and the second epistemic state is
irrelevant for objective sentences.

From the definition of theO-operators it also follows im-
mediately thatOM is the the most basic of the three in the
following sense:

Theorem 3: For all sentencesα,
|= (OKα ⊃ OMα) and |= (ORα ⊃ OMα).

The converse fails in both cases. For letα = (Kp ⊃ p).
Thenep |= OMα, yet ep |6= OKα becausee0 |= OMα and
e0 ) ep. We already showed above thatep |6= ORα.

From the definition ofOM andOK it is not difficult to de-
rive necessary and sufficient conditions for when the two
modalities coincide:

Lemma 1: For any epistemic statee and basic sentenceα,
e |= OKα iff e |= OMα and for alle′ ) e, e′ |6= OMα.

Theorem 4: |= OMα ≡ OKα iff
for all e, if e |= OMα then for alle′ ) e, e′ |6= OMα.

As a special case of this theorem we get thatOM andOK agree
onα if there is auniqueepistemic state that only-knows it.
Note thatα does not need to be objective. Formally:

Corollary 1: Suppose there is a unique epistemic statee
such thate |= OMα. Then|= OMα ≡ OKα.

In (Levesque and Lakemeyer 2001) such sentences are
calleddefinite. They show, for example, that for any stan-
dard namen, the sentence

P (n) ∧ ∀x.¬KP (x) ⊃ ¬P (x)

is definite. Furthermore, ifα is this sentence, then

|= OMα ⊃K(∀x.P (x) ≡ (x = n)).

In other words, only-knowingα amounts to making the
closed-world assumption forP .

Theorem 4 fails when we useOR instead ofOK. Indeed, it
does not even hold in the case where there is a uniquee such
thate |= OMα, as the following example demonstrates. Let
α be the sentence

(Kp ⊃ p) ∧ (M¬p ⊃ p).

SinceOM treatsK andM as duals,OMα is logically equiv-
alent toOMp, and soep is the only epistemic statee such
that e |= OMα. ButOR treatsK andM differently and in
particular,ep |6= ORα becausee0, ep |= OMα.

However,OR does reduce toOK when K is the only
modality inα, and toOM whenM is the only modality:3

Theorem 5: For anyK-basic sentenceα, |= ORα ≡ OKα,
and for anyM-basic sentenceα, |= ORα ≡ OMα.

Proof: For the first part, recall thatOK andOR differ only in
one place, which concerns the interpretation ofM. A sim-
ple induction onα shows that for anye1, e2, e3, w, and aK-
basicα, e1, e2, w |= α iff e1, e3, w |= α. The equivalence of
ORα andOKα then follows immediately from the definitions
of the two operators. Turning now to the second part, the
only-if direction is immediate because of Theorem 3. For
the converse, supposee |= OMα. Then it suffices to show
that for all e′ ) e, e′, e |6= OMα. As α does not men-
tionK, a simple induction shows that for anye1, e2, e3, w,
e1, e2, w |= α iff e3, e2, w |= α. Now letw ∈ e′ − e. By as-
sumption,e, e, w |6= α. Therefore,e′, e, w |6= α, from which
e′, e |6= OMα follows.

As a corollary of the last theorem we get that, in general,
|= ORα ⊃ OKα does not hold. For example, letα be the
sentence(¬M¬p ⊃ p). Thenep |= ORα while ep |6= OKα.

In the propositional case it is well known that a basic sen-
tence has finitely many stable expansions and that each sta-
ble expansion is uniquely characterized by its objective sen-
tences. This result was recast in (Levesque and Lakemeyer
2001) in terms of only knowing:

Theorem 6: [Levesque and Lakemeyer] Letα be a basic
sentence without quantifiers. Then there is a set of objective
sentencesΦ = {φ1, . . . , φn} such that

|= OMα ≡ (OMφ1 ∨ . . . ∨OMφn).

Together with Theorem 3 we immediately obtain

Theorem 7 : There are sets{φR1 , . . . , φRk } ⊆ Φ and
{φK1 , . . . , φKm} ⊆ Φ such that

1. |= ORα ≡ (ORφ
R
1 ∨ . . . ∨OMφ

R
k );

2. |= OKα ≡ (OKφ
K
1 ∨ . . . ∨OMφ

K
m).

3It is a happy coincidence that the first letters of the two names
align with the two basic modalities.



This means that, in the propositional case, only knowing an
arbitrary basicα is reducible to a sentence without nested
modalities. It turns out that, in the first-order case, none of
these reductions hold. This was already shown forOM by
Levesque and Lakemeyer using the following example.

Let ζ be the conjunction of the following eight sentences:

1. ∀xyz.[R(x, y) ∧R(y, z) ⊃ R(x, z)];
2. ∀x.¬R(x, x);
3. ∀x.[KP (x) ⊃ ∃y.R(x, y) ∧KP (y)];
4. ∀x.[K¬P (x) ⊃ ∃y.R(x, y) ∧K¬P (y)];
5. ∃x.KP (x) ∧ ∃xK¬P (x);
6. ∃x.¬KP (x);
7. ∀x.KP (x) ⊃ P (x);
8. ∀x.K¬P (x) ⊃ ¬P (x).

(1) and (2) say thatR is transitive and irreflexive, respec-
tively; (3) and (4) say that for every known instance (non-
instance) ofP, there is another one that isR related to it;
(5) says that there are at least one known instance and non-
instance ofP ; (6) says that there is something that is not
known to be an instance ofP ; (7) and (8) say that every
known instance ofP is aP and every known non-instance
is not.

Theorem 8: [Levesque and Lakemeyer]OMζ is not equiva-
lent to any sentence without nested modalities.

We remark that their proof (Levesque and Lakemeyer 2001),
pp. 156–158, generalizes to the language ofO3L since any
occurrence of only knowing withinα would be restricted
to an objective formula, where the three versions of only
knowing coincide by Theorem 2.

Theorem 9: NeitherOKζ nor ORζ is equivalent to a sen-
tence without nested modalities.

Proof: The proof forOKζ is exactly the same as the one
by Levesque and Lakemeyer forOM, except for one thing.
We need to establish that there is ane such thate |= OKζ.
For that we consider the followinge. Let Ω be the set
{#1,#3,#5, . . .} and let us call a standard nameodd if it
is in Ω andevenotherwise. Lete be the set of world states
w which satisfy the following conditions:

a) w satisfies all of the following objective sentences:

{P (#1),¬P (#2), P (#3),¬P (#4), . . . .};

b) w satisfies conjuncts (1) and (2) ofζ stating thatR is tran-
sitive and irreflexive;

c) for every evenn there are infinitely many even standard
namesm which areR-related ton, that is, for whichw |=
R(n,m);

d) for every oddn there are infinitely many odd standard
names which areR-related ton.

Levesque and Lakemeyer showed thate |= OMζ. It is not
hard to show that for anye′ ) e, e′ |6= OMζ. Hence
e |= OKζ. Finally, turning toORζ, sinceζ is K-basic, by
Theorem 5,|= ORζ ≡ OKζ, and so the result is immediate.

Defaults
Having examined the general properties of the logicO3L, we
now investigate how the logic behaves with respect to de-
faults and, in particular, how the characterizations of default
reasoning due to Moore, Konolige, and Reiter are similar
and different.

We begin with the notion of a default. For Reiter, these
have the formα : β1, . . . , βk / γ where, of course, theα, βi
andγ are all objective. We follow Konolige and represent a
default like this with a basic formula

Kα ∧Mβ1 ∧ . . . ∧Mβk ⊃ γ.

Reiter allowed open defaults, treated them as standing for
all their ground instances, and then defined extensions only
for ground formulas. Moore and Konolige only considered
propositional formulas. We will follow them here and con-
sider propositional theories (and hence closed defaults) only.
So for the rest of this section, we restrict our attention to the
propositional subset ofO3L. We will get back to first-order
defaults at the end of the paper.

So given a default theory〈F,D〉, whereF is a finite set of
objective sentences andD is a finite set of closed defaults,
our representation of the default theory is the sentence(φ∧δ)
whereφ is the conjunction overF , andδ is the conjunction
of the basic sentences representing the defaults inD.

We assume that the notion of aReiter extensionof a de-
fault theory is the standard one (Reiter 1980). By aMoore
extensionof a default theory we mean a stable expansion as
defined in (Moore 1985) of the formula(φ ∧ δ) that repre-
sents the theory. By aKonolige extensionof a default theory
we mean a moderately grounded stable expansion as defined
in (Konolige 1988) of the same formula. What we will prove
is a correspondence between these notions and the sentences
believed at an epistemic state. By the basic beliefs ofe we
mean the sentences believed ate that are basic, and the ob-
jective beliefs ofe are those that are objective.

The main result of the paper is this:

Theorem 10:Letα be(φ∧δ), the representation of a default
theory〈F,D〉. Then

1. Γ is a Moore extension of〈F,D〉 iff there is ane such
thate |= OMα andΓ is the set of basic beliefs ofe;

2. Γ is a Konolige extension of〈F,D〉 iff there is ane such
thate |= OKα andΓ is the set of basic beliefs ofe;

3. Γ is a Reiter extension of〈F,D〉 iff there is ane such
thate |= ORα andΓ is the set of objective beliefs ofe.

Corollary 2: Letα be the representation of a default theory
〈F,D〉, and letψ be any objective sentence. Then

1. |= (OMα ⊃ Kψ) iff ψ is an element of every Moore
extension of〈F,D〉;

2. |= (OKα ⊃ Kψ) iff ψ is an element of every Konolige
extension of〈F,D〉;

3. |= (ORα ⊃ Kψ) iff ψ is an element of every Reiter
extension of〈F,D〉.
This shows that models of only knowing as we have de-

fined them are in 1–1 correspondence with the syntactically
defined extensions of default theories, for Moore, Konolige,



and Reiter. Moreover, we have captured the three varieties
of extensions within a single possible-world framework.

Before considering the proof of this theorem, observe that
by using the theorem, many properties of default theories
will now follow directly from general properties of belief.
For example, the fact that every Reiter extension is also a
Moore extension follows from our Theorem 3. The fact that
the converse does not hold in general, but holds in the case of
prerequisite-free default theories follows from Theorem 5.

To prove the theorem, we consider the three cases in turn.
First, forOM, we use an existing result by Levesque (1990),
who proves an exact correspondence between Moore’s au-
toepistemic logic andOM.

Theorem 11: Γ is a stable expansion of a basicα iff for
some e,e |= OMα andΓ is the set of basic beliefs ofe.

The first part of the theorem then follows from the observa-
tion that(φ ∧ δ) is basic. Next, to prove the correspondence
withOK, we first observe thatΓ is defined to be a moderately
grounded stable expansion iff it is a stable expansion with
a minimal set of objective facts. Then using Theorem 11,
the second part of the main theorem follows from the fact
that the objective beliefs of an epistemic statee are minimal
whene is as large as possible, and then apply Lemma 1.

Finally, to prove the correspondence withOR, we first turn
to the logic MBNF proposed by Lifschitz.

MBNF
Extending work by (Lin and Shoham 1988), Lifschitz pro-
posed a bimodal nonmonotonic logic of minimal belief and
negation as failure MBNF (Lifschitz 1994) whose seman-
tics is closely related toOR. Here we focus on the proposi-
tional subset of the language and leave a discussion of the
first-order version and its connection toO3L to an extended
paper. The language of MBNF can be taken as the objective
part of propositionalO3L together with two modal operators
B (for belief) andnot (for negation as failure).

As inO3L, the semantics is defined with respect to a world
w and two sets of worldse1, e2 for the operatorsB andnot,
respectively:

1. e1, e2, w |=M p iff w[p] = 1;

2. e1, e2, w |=M ¬α iff e1, e2, w |6=M α

3. e1, e2, w |=M (α ∧ β) iff
e1, e2, w |=M α ande1, e2, w |=M β;

4. e1, e2, w |=M Bα iff e1, e2, w
′ |=M α for all w′ ∈ e1;

5. e1, e2, w |=M notα iff
e1, e2, w

′ |6=M α for somew′ ∈ e2.

A pair (e, w) is called an MBNF-model of a sentenceα
if e, e, w |=M α and for allw′ and e′, if e′ ) e then
e′, e, w′ |6=M α. Whenα is subjective, we often omit the
w and writee1, e2 |=M α instead ofe1, e2, w |=M α ande
instead of(e, w).

The definitions ofOR and MBNF-models seem very simi-
lar, especially when we consider MBNF-models of formulas
of the formBα. In both cases, one of the epistemic states is
allowed to vary while the other remains fixed. The main dif-
ference seems to be thatOR minimizes what is only-known

and MBNF-models minimize what is believed. In the fol-
lowing we show that there are at least two important cases
where the notions coincide, but that they differ in general.

To formally address this issue, we begin by defining a
mapping∗ from basicO3L formulas into corresponding for-
mulas of MBNF. In particular, letα∗ beα with all occur-
rences ofK replaced byB andM replaced bynot¬.

The question we want to answer then is the following:
given a basicα and an epistemic statee, is it the case that
e |= ORα iff e is an MBNF-model ofBα∗? The following
lemma, which is easily proven by induction, is helpful in
answering this question.

Lemma 2: e1, e2, w |= α iff e1, e2, w |=M α∗.

The first result then is that the answer to our question isyes
if we restrict ourselves toM-basic sentences:

Theorem 12: Letα beM-basic ande an epistemic state.
Then e |= ORα iff e is anMBNF-model ofBα∗.

The proof actually follows from a result by Rosati (1999),
who showed, roughly, that the beliefs of MBNF-models
of Bα∗ correspond exactly to the Moore extensions ofα
(whereM is interpreted as the dual of belief). With this, the
theorem follows as a corollary to Theorems 5 and 11.

For sentences that represent default theories we obtain an
exact correspondence as well:

Theorem 13: Let (φ ∧ δ) be the representation of a default
theory, and lete be any epistemic state. Then
e |= OR(φ ∧ δ) iff e is anMBNF-model ofB(φ ∧ δ∗).

Proof: To prove the if direction, lete be an MBNF-model
of B(φ ∧ δ∗). For simplicity we assume that every default
δ∗i has the formBαi ∧ not¬βi ⊃ γi. Suppose, without loss
of generality, thate, e |=M Bαi ∧ not¬βi for 1 ≤ i ≤ k and
e, e |6=M Bαj ∧ not¬βj for k+ 1 ≤ j ≤ n with 0 ≤ k ≤ n.
Thene |=M B(φ ∧ γ1 ∧ . . . ∧ γk). Let e′ = {w | w |=
φ∧γ1∧ . . .∧γk}. Note thate ⊆ e′. We claim thate′, e |=M

B(φ ∧ δ∗). Clearly,e′, e |=M Bφ ande′, e |=M Bγi for
1 ≤ i ≤ k. Hencee′, e |=M B(φ ∧

∧k
i δ
∗
i ). By assumption,

e, e |6=M Bαj or e, e |6=M not¬βj for k + 1 ≤ j ≤ n. If
e, e |6=M Bαj thene′, e |6=M Bαj sincee′ is a superset ofe.
If e, e |6=M not¬βj thene′, e |6=M not¬βj ase′ is irrelevant
here. Therefore,e′, e |6=M Bαj ∧not¬βj for k+ 1 ≤ j ≤ n
and, hence,e′, e |=M B(φ∧δ∗). Sincee is an MBNF-model
of B(φ ∧ δ∗), we havee′ = e. With that and Lemma 2 we
also get thate |= OM(φ ∧ δ). Sincee is an MBNF-model of
B(φ∧ δ∗), we have that for alle′ ) e, e′, e |6=M B(φ∧ δ∗).
Hencee′, e |6= K(φ∧δ) by Lemma 2 ande′, e |6= OM(φ∧δ),
from whiche |= OR(φ ∧ δ) follows.

Conversely, supposee |= OR(φ∧ δ). Thene |= OM(φ∧ δ)
and, hence,e |= K(φ ∧ δ). By Lemma 2,e, e |=M B(φ ∧
δ∗). Supposee is not an MBNF-model ofB(φ ∧ δ∗). Then
there is ane′ ) e such thate′, e |=M (Bφ ∧ δ∗). Then, by
Lemma 2,e′, e |= K(φ∧ δ). Wlog, Lete, e |= Kαi ∧Mβi
for 1 ≤ i ≤ k ande, e |6= Kαj ∧Mβj for k + 1 ≤ j ≤ n
with 0 ≤ k ≤ n. Sincee, e |6= Kαj ∧Mβj for k + 1 ≤
j ≤ n, we havee′, e |6= Kαj ∧Mβj . Suppose, wlog, that
e′, e |= Kαi ∧Mβi for 1 ≤ i ≤ l ande′, e |6= Kαj ∧Mβj
for l + 1 ≤ j ≤ k with 0 ≤ l ≤ k. Thene′ ⊆ {w | w |=
φ ∧ γ1 ∧ . . . ∧ γl}. Now we extende′ to a sete∗ such that



e∗, e |= OM(φ∧δ) to get a contradiction. Lete∗ = {w | w |=
φ ∧ γ1 ∧ . . . ∧ γl}. Then for allw ∈ e∗, e∗, e, w |= δi for
1 ≤ i ≤ l, e∗, e |6= Kαj ∧Mβj for l + 1 ≤ j ≤ n. Hence
e∗, e, w |= φ ∧ δ. Conversely, supposee∗, e, w |= φ ∧ δ.
Thenw |= φ ∧ γ1 ∧ . . . ∧ γl and, hence,w ∈ e, from which
e∗, e |= OM(φ ∧ δ) follows, contradicting our assumption
thate |= OR(φ ∧ δ).
In general, however, models ofOR and MBNF disagree. To
see why, letα be [(Kp ⊃ p) ∧ K(p ∨ q)]. It is easy to
show thate |= ORα iff e = ep. On the other hand, the
only epistemic state which is an MBNF-model ofBα∗ is
e = {w | w |= (p ∨ q)}.

One way to interpret this discrepancy is to note that min-
imizing beliefs, as done in MBNF, differs from minimizing
only-knowing. Our counterexample above mentions onlyK,
and so the translation to MBNF does not mentionnot. Such
sentences in MBNF are calledpositive. It has been known
since (Kaminski 1991) that MBNF restricted to positive sub-
jective sentences coincides with the logic of minimal knowl-
edge of (Halpern and Moses 1985). Hence the counterexam-
ple shows thatOR differs from that logic as well.

Turning to defaults specifically, for a default of the form
α : β1, . . . , βk / γ, Lifschitz proposes the following transla-
tion into MBNF, adapted from (Lin and Shoham 1988):

Bα ∧ not¬β1 ∧ . . . ∧ not¬βk ⊃ Bγ.

Note the modal operator applied to the conclusionγ. Given
a set of defaultsD, let us denote byδM the conjunction of
their translations of default rules. A default theory〈F,D〉 is
then represented asBφ ∧ δM in MBNF. Adapting a result
by Lin and Shoham (1988), Lifschitz proved that this gives
us a faithful embedding of default theories into MBNF:

Theorem 14: [Lifschitz] Γ is a Reiter extension of〈F,D〉
iff there is ane such thate is anMBNF-model ofBφ ∧ δM
andΓ is the set of objective beliefs ofe.

Let us call two formulasα andβ equivalent in MBNF if for
all e1, e2, w, we have thate1, e2, w |= α iff e1, e2, w |= β.
It is easy to see thatBφ ∧ δM is equivalent toB(φ ∧ δ∗) in
MBNF. So Theorems 13 and 14 together prove the third and
final part of our main Theorem 10, thus establishing that our
embedding of default logic intoO3L is indeed correct.

Conclusions
In this paper, we showed how DL and two variants of AEL
could be embedded in a classical logic of only-knowing.
While we considered propositional defaults only,O3L is
clearly not limited to that. In fact, Theorem 11, which es-
tablished the correspondence betweenOM and AEL, was
already proven for a generalized version of AEL with
quantifying-in. Similarly,OK applied to arbitrary basic sen-
tences provides us with a natural generalization of moder-
ately grounded AEL to the first-order case. So what about
first-order default logic? As we remarked earlier, Reiter
allowed open defaults such asBird(x) : Fly(x) /Fly(x),
which are meant as shorthand for the set of all its ground
instances. WithO3L we have the further option of con-
sidering the universal closure of open defaults such as

∀x.KBird(x) ∧MFly(x) ⊃ Fly(x). Note that the conclu-
sions from the set of all ground instances of a default are
generally weaker than those from the universal closure, as
there may be domain elements which are not referred to by
any term. For this reason Lifschitz introduced a variant of
Reiter’s default logic with a fixed universe and withnames
in the language for each domain element (Lifschitz 1990).
He then showed that this variant of default logic can be cor-
rectly embedded in a first-order extension of MBNF using
the universal closure of open defaults as above. With that
and the results of the previous section, it is not difficult to
obtain a corresponding result forO3L. The details are left to
an extended version of this paper.

As for future work, given that we are working within a
standard monotonic logic, there now seems to be a reason-
able chance to arrive at anaxiomaticcharacterization of DL
and moderately grounded AEL, at least in the propositional
case, as was done for AEL by Levesque.
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